# Introduction

Arthur Samuel(1959. Machine learning: Field of study that gives computers the ability to learn without being explicitly programmed.

Tom Mitchell(1998) Well-posed learning problem: A computer program is said to learn from experience E with respect to some task T and some performance measure P, if its performance on T as measured by P improves with experience E.

## Machine learning algorithms:

* Supervised learning
* Unsupervised learning

Others: Reinforcement learning, recommender system.

## Types of ML Algorithms:

-Supervised: train on labelled data to predict labels.

- Self-supervised: labels are generated from data(E.g. Word2vec, BERT).

-Semi-supervised: train on both labels and unlabeled data, learn models to predict labels or infer labels for unlabeled data.

- E.g. self-training

-Unsupervised: train on unlabeled data.

- E.g. clustering, density estimation(GAN).

-Reinforcement: Use observations from the interaction environment to take actions to maximise reward.

# Supervised learning

## Components in Supervised Training:

-Model: output predicted from inputs.

- E.g. listing house— sale price.

-Loss: Measure difference between predicted and ground truth labels.

- E.g. (predict\_price - sale\_price)^2

- Objective: any function to optimise during training.

- E.g. minimise the sum of losses over examples.

-Optimization: learn model parameters by solving the objective function.

## Types of Supervised Model:

-Decision tree: use trees to make decisions.

-Linear methods: decision is made from a linear combination of input.

-Kernel machines: use kernel functions to compute feature similarities.

-Neural networks: use neural networks to learn feature representations.

## Decision tree:

Pors:

* Explainable.
* Can handle both numerical and categorical features.

Cons:

* Very non-robust (ensemble to help).
* Complex trees cause overfitting (prune trees)
* Not easy to be parallelized in computing.

### Random forest:

* Train multiple decision trees to improve robustness.

1. Each tree is trained independently.
2. Majority voting for classification, average for regression.

* Where is the random forest from

1. Bagging: randomly sample training examples with replacement.
2. E.g. [1,2,3,4,5]~~[1,2,2,3,4].

b. randomly select a subset of features.

### Gradient Boosting Decision Trees:

* Train multiple trees sequentially.
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### Summary：

* Decision tree: an explainable model for classification/regression.
* Ensemble tree to reduce bias and variance.

1. Random forest: trees trained in parallel with randomness.
2. Gradient boosting tree: train in sequential on residuals.

* Trees are widely used in industry.

1. Simple, easy-to-tune, often gives satisfied results.

## Linear regression:

* A simple house price prediction:
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![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAWQAAAAUBAMAAABIYFpmAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMlSZEO+7dkSJq90iZs0qwsm8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAD2klEQVRIDc1WQWgUVxj+dp3JTnZn4iIoKLQZDdRL1UU8iYEhmPSQQ6nkkMMKeyhtL4W1LR7Ew6AXA1bSiId62oIQE2ybQg65FKb0YIxgVkuTLjGw9CQeZC25CIX4/+9/s868JWZLje0Pee//v//73//NmzdvA/y/rGbKKZnAfxwv/W0IcGsGgFMpwP0xSsVvP8i0jJ650ACwPw30p8PXRtY/zHbF9yrGqn1GDMRIIJmVDsLWgBdunQM6s51Isl5n89UkSP6EEQPxvv8hmekOwtZAVxIS5V3x7TBRwe4dIwasmkBa8jhFmQFkU18lAbv84YiJl059fYJnNi1hTwnHrTIDzsDibwE7bJ0Cu+IvH/pC6uOxwnri9tLhY8mJZPevwz6G7GIPv56Ts2Qz5AwVinaxLyQv4++rL9CsTCRY/k/4CE8Y2ZP5vBCqFA1bSd6G/3tkB8Aubj07ycvUE+11h8PSQyR7ZYwh7IddFFTGcBnLyEVDFeTQH9St9wQWUY7bclu4mG2UUM1seDhyPZlNLpPic0LxY4Z+xBmkj0YPoNu/qiCMTSTnJzEO3IRxcdzECjwcahLvApA9ygUnZ394qt5Bb42+8vpdzNCHUYNbpTUSWaYqM/gKI762dnYcu1PbxdeDtFdMVcEYvYdn6j3QEz4HFnBer6SnBUyTZLdJ4Z/090BgvS+FkL7y+rv0VOjzkWnSA7DprPJlSPEVRPy2SdZq4VgbYqeXHkDaK1hV/CoM2eUPkW3B2sCnDLbPMjao6heW7LgbqBqSdweF0KWFv6U3GOSoCe/yayQL/4PBhuJbX64n+e4c7U7yLLsl6Pa8qHT4ht34YNwH34stl7Y6aWXrDOosec2b9yJDsh0N+x5dPfPe3FrwGBgNVKnsmnsLSwENbHqXhV8fy7/DfM8Ovktm55ymCttDBZD2SwF0B82QXS7gGnEbjVa7QjmX1w+sBiz53vsTB82D4Qw+/P4rIF90pxanioAo0AIzZeyNaGDTkoWfqfRcVfx9+CyZndDXgcJ4WAek/V7aNFWRpV1lE8nOlApzJQHTI0kWS59lDZ5zxckVI+VogTrLUwrxqnagcqt0R7GlsgqRQV8PFPgazQfiiGTl94V2JGB6pHMmdl8mK9AxT05Ix5jtCh12tlS2E8mHDQXitjfZmZWUGvNRHPjaGdHz6ThBrxiDr4KEN3E2UpFzg06sacubLxTkbm6KBJNgxIVH8mT42TwJBtGJl8vGCePnkWFv1Y+zOzeP6qWtue16NDWhLTkGtit80/nLekGntN3KkUnoAEzCzsTWJ4EsPKL/x/lXbV4CaO8YBQ/bNqUAAAAASUVORK5CYII=)

1. Trainable weights w = [w1,w2, …wp] and bias b.

# weight w has shape (p, 1)

# bias b is a scalar

# data X has shape (p, 1)

y\_hat = (x\*w).sum() + b

### Objective function:
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* Objective: minimise the mean square error (MSE),

![](data:image/png;base64,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)

* Exercise: write the closed form solution.

### Use linear regression for classification:

* Regression: continuous output in R.
* Multi-class classification:

1. Vector outputs, i-th output reflects the confidence score as belongs to class i.
2. Learn a linear model for each class ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIUAAAAUBAMAAABRzuPpAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdkTN7zKrmd0iZrvb+xg0AAAACXBIWXMAAA7EAAAOxAGVKw4bAAACA0lEQVQ4EZVUMWsUQRT+9m5v9y63e7ekili4cJ0QWCvbjSaBdFslCAorWIggREihjVxhr6AkYrV2FknYn7CNdkmWkOri4ShY2Eii2Fn4Znbm7nYyFnnFe9/7vm8es7O7A5jjhYnumMj/c29NUiOqs9ZOWCfqXV5vq85jGtvXhtZkP661qvmqQFGBo0ARhuqYxRNlZRU4Vb2pHppIwFE0q8A72VuDW0qZ1gHgncTjTDAHH9Atrg4Jz/HEg4mMrfF7AdYDO6yYmUxHOo9HC38FFV/HS3RLwu1Mepio7V9Y48B6itamYLD/kwejppUBS/jhxaBoFQ+wCjvhOOWJgols59jgoJOieealgpukzhAo8Fv23jm+wQ+46bakmKi9DF/wCXBjzOUIpCYLn4HWmezsFH/gg5vEDNrvc7FfN8I2LOBoCDeszKRRvOLLM0oNRnvh4cS0E1vAVGT1LNcCbHGiX+AmRoXUVMmBuBu2E9G7EZ3YXW7SzrSPZu7v0nlE3sPmlUgtlnWA5pM7YQPWYyJ6ZeMcJTdp79ahN37jNb2XveMArjYCh7AWk70S1jNSrDefR2M6uQvfmLdIm9iUa0f6DCeQDB2lCjLp3zpJfib176Uyyjr552ZmkOm+sg0VQO+ehMvJhJMglfXjVFhOLvz7JNorU4eG1B0Uz/L6HTSrGfBl7sJ/9rt2le3vNJEAAAAASUVORK5CYII=)
3. Label ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIkAAAAUBAMAAABL8gNnAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAImaZMnaJRM27VO8Qq92PQvJtAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABvUlEQVQ4Ee2TP0sDQRDFX5KLiUk0h6WCHgStLCT4AYJVGskhKGnEgI1ltBML/4GFWJyFYgjCNTaCjaVYBG0CARXRxkL8CAqCIEKcmb31ckkQ7N1id9+bdz/uZveAznHkdHq/ONFqrVv1bxCg75/SrY3cl1Amh2yw6ATNLglgYBIRy3uMKNGeCXy0UwJmQOikvYh02acsxy3jlWSkIoMLDrQpsYAQB4iZWyh4eznpETO6obVa6b6ImTeVZhGbfQiEQm8oaoPvyxJ6S1qrlShsJtY8CotrrFPWHz0bONSKKTtIu6TVFx1zhShiJj0KiyG/DRxBvIRP2dDElAsUaG4dRBFTU1RipDWCpGt8peYHx6ZmFGUXz4G6vIuYRKlbVFOJRxGpXdRdmuJu30u43067N4oyPbrdSRGTKI07qokI2yJS52hYNBn3xQk0MIxV/Te+d1IAMvmLLKmRWEmZnvDS6RzOkOEbS33ptdsPmrqrTI8iwhi/ClAO+KCzeMKlzZS4ma95dL04yowtZBEq03Fw4rbZFKEzm8YesI89ZHNMSZyUdEWvjm9GyftJsNDjdE7vdF98rXYVp935VYertW8dMH3PytI6ggAAAABJRU5ErkJggg==) where ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADIAAAASBAMAAADrvZC0AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAImaZMnaJRM27VO8Qq92PQvJtAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAoElEQVQYGWNgwArYL2AVZmA4bDcBhwwDL5kyjMoODEYYhoJMY2UzYPiOVaaQQ4HlA0TGciYIgO0Gu0BegLWBQQJNF1gmg4EzgYEHm0wbA/8CZNMugDhgPbsY/A8wGULk4CRYpovhHsOaW3AxCIOzAUj7qjYzMGxAlWGz/5wDEvnCwGSAKgPmcQYAHc1ZhEWGQ8DjAANrOBYZrqUJWESBQgAqHiRQmnQ0gQAAAABJRU5ErkJggg==) if i = y otherwise
4. Minimise MSE loss ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF0AAAApBAMAAACl7DgnAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMARKsQmd27zYlUZnbvMiLsSVoIAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABrUlEQVQ4Ee2TvUvDUBTFT01tTdOmxUV0sA5+DCJkcNKhHRxKQXBycHVw7SBYESGDKG6dVUrBCkIRqpPg0tVBKC6OZnAUWv+AGt9HX5rYxLzuniEveef3Ljc3JwDRJL1IS9nYlmY5uPjP/zkByflEnlZGmucqsgY7IFn/E+nMKDzQ4f3s8QXTuOvfDS3cWmb7J3aB93WB+yGwv8GsRNNrh/EziuU5EMKnrtdG4nO27SmPkPpemDwxXjl/9Bh6vY2ifynGTxma6T6gTeTxFcwrL4i03PxsvJbqDnhbiDC0/lgJatfNo2NppQHvtiifbCK6BegHVGXqniFmBvOdNpKmuwjKSFeC+bSFKw+OZ7wbjHfyL3zWf0U/Fs98PcQCfzUn/8KnvFK85eETm3ht7HPeyb+wKO+nHued/AvGl481yTj778vzL3D/IcStN9IgKyWVf/XSJAUZ/zv/If8jy79aVxu76w8Vp6ngG5b/RHIT87VUKxjzOlXysZdAEigpIwvsgI5MUqdQvhE3JWngCGoLOYvMWE49ROdwo2fkaES6GK+hoEniSOSRNPBRleR/APJUhvG6hrh/AAAAAElFTkSuQmCC)
5. Predict label ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIYAAAAVBAMAAABxpYtPAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMARJlmECJUu++Jq3bNMt1jyAscAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACc0lEQVQ4EZ1UTWgTQRh9m93ZbJLmB+uhBKTB4EGhshovEpVVKFiCZunJQ6FBWwU9NIge7GlBL8VLQEVQi0EwglRY0YN/aClepJc96UUx4sGDlwSaXiTg902SJhtzSH1kZ+a9+b4338xOFvhP5B6fW86a20xO3ukkiH0eYP7GplbtSMP1SqMbp9QBzRFVpdjVhhmFyz1R1wC9rKYC29xLMNXjcRkImOGCkevRhhj2ewTtEStwdIjEnpB+j54pQEkfsqOH1bcWkDng6Qf17JXcmwKwIzMJkXUzqVa09Ji6VJKM9uLDBZwpqcayYSLsRpqqMYFHZtSBXhRLmMLaqfb7YA/lI17L3Kc+B4gG4olvcTdk4Qj02ny8gBVEa5i1UcdLLAq3FU9r4KSHMcne+z3CRYzD+87idQSK1jjwE5FVPIFSg41N0mfoEYvUrAALkgWeEesi7uIB8I6EaAMjLu5Co76EPwitUvU1mtDo+XKVmpvAfsmUNZvoFmY9fAL/oDqIe1iH7iBvTzbZCKEi1SJBcaIJLEmyQCJXx/hqI29pdRU0C7VKldIoUMYxsXMD+YTpxkrRhLqHQ/lMG+QvGZ8pV0fQx2zEEqGNXbJk4YhfXHzMxN4IfuDh8c83kqUQ5iocyx4VzHiS8eF0YNgQafe+qaZYOXt+HTQyLEzPYzobeqHdSqRNwOFJ9jiRud1idD9a1dEEefjAW/oHrQXYgyEZecxVtN0EWtLvoTsyrK8JjrLQ8ZCM76nDKsHn8QqnC1LtayLPWej89yXjvaTaYT6Pi5mJtjyo03u+QYK+QcHRwXsZlLulJeUrZhq9lwBa1dEt/JD+C8rvihmcsQD3AAAAAElFTkSuQmCC)

### Softmax Regression：

* Label ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIsAAAAUBAMAAABPB9NaAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdt0Q70RUIs2JmTK7ZqvJRkjpAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAB7UlEQVQ4Ee2Sv2sTYRjHv/Ga5pJLmmtd6qAt+Ac0SIYiLUWkbmIGwcUf16WjHCKlS0kg0KIgZCxdmqmLBEKnLJpXKKhQyomTndTBRUoLRTtEiO/z3Pv0eGkKdfcZ3uf5fJ/nvtw97wED4oMaIJ4vpXZKA5v/5gKM/LcZuEcS9W7G+tcxNW9PKGT222iJaIGIK6+RiwzQiu8FWJaeyQqpbBO/RLVARH8DxYoBstmsYYswt8tBpcIDN/KOqKSwIJaQDl+ha2q+8LmeMylssgKqYaqGThgLBOnRn9ZU5gTjItDb5P5kI2GTFbCOfGP4vrEhuIknejiJbA0fhcgm099mjD9qj2oFvEAxwJCxIXierILH3QZ+c6EPssHhLUHJCriDbunUhgFVaXMeCrxj59rSlzdXjU332OprUMAqvoNspiPNDPjG4KxiOtCHG4xMFi75xeCGsXGbetIKBbz99JJtyl91h6Hgg8C5i3KkD+9gvIkynuGh2JgN6HkTinKPbUBvw/DICQ2wAhTbeIp9+kv1bjqVx0ZOkkLe1/fNu9E2DN7nWcvmHd13Cz9w2yebicv15HlTKbhhp4T0RAuZCmKY6/cZZHjN08+9Rx2tNtnM7J35Jr3i4YVGPJ/SyQKxWbwildlNglLtKqkulAs7pb/2RIoDm3wy2AAAAABJRU5ErkJggg==)where ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADIAAAASBAMAAADrvZC0AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAImaZMnaJRM27VO8Qq92PQvJtAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAoElEQVQYGWNgwArYL2AVZmA4bDcBhwwDL5kyjMoODEYYhoJMY2UzYPiOVaaQQ4HlA0TGciYIgO0Gu0BegLWBQQJNF1gmg4EzgYEHm0wbA/8CZNMugDhgPbsY/A8wGULk4CRYpovhHsOaW3AxCIOzAUj7qjYzMGxAlWGz/5wDEvnCwGSAKgPmcQYAHc1ZhEWGQ8DjAANrOBYZrqUJWESBQgAqHiRQmnQ0gQAAAABJRU5ErkJggg==) if ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAARBAMAAAC2kkg4AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMA3VSJECJmmTJ2RLvvq811j/7TAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAnElEQVQYGWNgYBBiwApMsIqSJMia3oCqPqyCgT2BgZO5AFV4gjkD/wKGpYwTgMLsu8EAyOIKeMbQD6TjHYAEEmD9yjAPyLVGEgIxmR8wbAZSh1iABMSQvSBhPgOGT0CzPrCBOAjAo8DxhYGBbUMKQgjE4lPgFWBgYClqQBXmuDYPzclQeX40hWDhnWD3oZoA5D3leIIhBhRQmgwkAAaCIQyO/Fy9AAAAAElFTkSuQmCC) otherwise 0.
* Turn scores into probabilities (non-negative, sum to 1)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAI8AAAAUBAMAAABG7HMgAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAmVSJRDJmdt0Q7yLNu6uhg+AYAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACeUlEQVQ4EZ2UT0gUcRTHPzv7x92ddV0qI4hiD0GQh4YooYM41ikhHTp1iFwJdoMuG4UkRHoIoUtOWASKrWAQ0aGRroIbQal0EDpFJNWhS0UWLSGW2/utu9tM6wT14Dfvve/3+3vz3sxvBgik+V87V904WPEHD/yljt6e9me1fJVLKq9ZEctfm3hUhJM+/GQND6dqka/vjpjQ4UNvq+Ov6pFfsFsRT3zYYh3vqkd+wYgivm3Oar8HisOl8jVG73qVsYEBGNtrwPn1VkK7vuzU+rXcy9tX0tCVnUDP5bNSJCkpTfPzeYha8DDNrLcOzXbADi1wAcIrQgWLROKtvM2Ep9CW9GnGeHxrDRIO6ItWaF1qZqCzyBZRE3hdMRUeZ5xxi26IDEvabNDWkuajKjvnyKCDLOvSRtyWVmTsskPAgEIpptRu6z2EbGO/VH8jeIuJ3QsjNBX5RGgFh69K3iKrc5hY2SSYEu3PYEYQtwXKD7gHO6R7uTF9sjqIrZEw+K4GVcXEVKHRFFrZJigd6eWN87Yx2rJSEL6ul2C60gxcxuYZ2hQFZ6KkqhFckq4qo5XTJH9IN3nZ9Vlu7rGkQT9raidztjAvyFNSU57Vj61SMDP5qBE2q6/KoiDPPZkWXd+qXNzW7PCBd8xasE/h70OWzBLNsLWJq3TePHG/xwgKrnYPGbFFUx6BaEmk5OK28JGcw43sYcEqB/v0HiIpNchMGzO54ECs3dyeEVJAtOfzSheVVTkOym9mTzcDa5jrbR+FU2ZPjWjwmvnn1F6J56MdGlzwsq4sftFwZY3hnRqkfiOTy04tbfCRMw2QB9Ay1bTyY/NQ/5i4frW/AMoWmiYE7UQEAAAAAElFTkSuQmCC) where ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALQAAAAwBAMAAABKwk3PAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAmVSJRDJmInbNu+8Qq92koqqqAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAESElEQVRYCa2WXYjcVBTH/8nMJJlJMjOLsmoRTF9KoQqxFfx46ahQXX3YEUTog86s1bUiaFjxY1+6AbX4oHZUimxRN/gi9UFLQUFY3IAFobV2rWixUF2oFcTCbNfWtusy4zlJJnOznd2tYw7Mzf+ce+7v3rm5OQlw9fZUnPpGrNIRshtzzFilIw53MblyV6ehrhUgHws6BdkQGHcL+v9LWdwEvX+eenK/rTVb+PWrQ3+eP/WHRSSTGmPdyRMBtFgNLv00w57xJcxFDPk4dtk3zxEj7wA1D1st5pl1bvuymSr2VDB1+1lAvwCjTYvUfaDpoDStUVCy+8LSoFwbGHZxpEUrJTSaLlAKw/qCdBHIlPtFy+2BgYEKsu0IPUUkQss0Y/ESQzN2v2heNZn5WbghwappQzisL3CP5HLblzUryFnYIi1295oPBd2CY0u7aEP4uPRptbMYdzQPUzb0RZi8CUwb9nBTXSZ0nua50hQnjml+ICUruIiNccO+E5mZi8ZMq65fOrWvQn1KGVB/3v8jGF0Uk2O9MVbAbKBv2yyErpB8QtiMueBCN5PQ90Y6cTE8wX2ItVxVev69KK+DRqc8MbpneZIq0RC+FLqbI0STMkYfjeLji+hdVPPiwCzt3xqWbbbsMEWux6lmrESxXnRwAOpIFYOJ2IrO8hfY86MWXnxdGcG22Q18u47Tz9j8SjT+DDR6Zs+vSFutQ/FQNuz8jTXH/cAv0da+R9lDvhb9yZ9wX76emw8J6z5h81bDiX01xyhrfmH25Vx1AcU6ME2L/hzZA2HSNcCEozUwLo65Sv3p6E5fRcmCoS5BdwFaodmAPC81mHArcCcKNowkrtRe0+bxRTBmmFqlgYlKgKYZpDl+uIAtwLs8cWDhhsyGzpqtET5Kd0GFaeMZyqcNmahCtwsWD74eOIiar1zHzn80Qr+k4TQehm7hdxp8hiqvg03Qv+FTQuflHfyCm/ncrGLGm2M7Htm9LOEO5NxNh36AjYm6xv+VIKal7sVjY9+Rtxd4dOfboPPdw/KtycnJD5vttqUU3ZLF+aJlHn8SXz8hjQLP3kMNMEInZHCHj7dc9ua4uRBUNVZJy14O/LEpD0ewCw8kewXv+1B35v7oafKzNgounb3CNiGxK7e6gZaXcAstaeVn9mA4pFOe5ktKUJ7yznYf2qtdnqDyUT29n7DHMe0KXaJUqRSyGeHhUj3pNYCKqrzRDjt6tOo/fhBVqIi+j8FqjxQODZ2LejYICeE0QmCZfG6thGS+4sS+5seytzD/7h1PI9rsriMNnMioNUQvVa39lSouATud8NJ0sl6atARr3A/dsLqz3p7WjeXXHVtY3UnID6aEjr8aw+rOk+gpobmkk2Wi6s46JXTnJu7m6m7Q1/xAOS109J4/uhRV9xRX/du3ZC+sb3sIqjuTU1q12flisEDVPd0NCZbJTVjdWWX3rPyy4X7B/gUjDTN3Vq24LgAAAABJRU5ErkJggg==)

0\_exp = torch.exp(0)

partition = 0\_exp.sum(

1, keepdim=True)

Y = 0\_exp / partition

1. Still a linear model, decision made as ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANMAAAASBAMAAAAznfb7AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAmburzWZ2iUQQIjLd71Q+h3oLAAAACXBIWXMAAA7EAAAOxAGVKw4bAAADGElEQVQ4EeWUX0hTYRjGn7mzubPhXEI3JWxlEF2Iy0klmFoWIWSbF3XrsAu7EDoXSimUktZFGJ7+UEQNz4WXAxcGdpUShijItKJIrDMQgq6mTrcxN0/vd87cmk4YdNl78f15f+/zPef7zncOUHDoQgWX/mvh7bv/ukKhemvAECi09r+qK6u+CNP895oTGHDV1/XOb61cFt5U2gAGjMEkGpZFwNwawMHd56KrOObB0I+n50WTy7Uy45ff18xYyhYBFXQqU/rULNO8+CWwzhhBnw0jsSeb1hgaHgi+mIeLCsWxNNCvY5CcYCy2Ic7q/46bzuI18EpPlScs6OMdvNwNdwf6BKgADQ5TMyuntkPtoxhZRUnUVMvF0eYAF4EuBcMGTCqAu5cerFN8yHksq5pN2VEWDpoMe3kFkL0DorvfsA64nbAvoK0xDbiYX4RxFr4AHmlSlCZQsgUwKye4KHQRWDcYIwBfUgLsEsYkYyNG04psp0iQA2TSb4hQ64XdiXAjwwR4eY7OMoEaIKxKJ5rsZEWLWiIvWyRw29CtqVYqgIk0LLpQJIBXh5nG0nWSWUnAZO2zJbIKwW5jVhrAcEIt/QqUM6kuIrJdUdLSfcBDe9ux0gD0VXSAFJdQGlIH0A7QSRN7LXt4WQImWtmdyVhpANVJkbJmOrFv1GNyFSOalZGps1YawC3dOsxBCT8xKRoOsYpMWBS6E5rVdTW5Y5UGxYLdAX8CCVgXmJR8OuPqrqyp6SZv1koDRgfcAsISrqAOv+szNmxAPsZgv7qr8PKFU9ldpUE7uBisCdRjNMCkpsoj71rOBJMOeouKkjQHU7aWVGO5MqeC03KCl5Meshq/dg5YyLHCvU+HBz8PKR/o8iiKMuVXFjn5iy6YlFRwR5F8ykeyeny1Z5fUZ8OrBk/uYukZWQFbMNjyUtrfIvjxzbyQrFjkSsMhYMzL8nsiLBV56a4X3d9DtIR1m95+NC9MW+VKXzcDZ6V89Wa3g5Pe0ud4Ix+lHD8tQr+UF47Sp02RK+XbXdW9ecspadV+Y/vh5xWu49J+MJ3/AxepOgtPmAfAAAAAAElFTkSuQmCC)

* Cross-entropy loss between two distributions ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAATBAMAAABW2/GaAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAmVSJRDJmdt0Q7yLNu6uhg+AYAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAXElEQVQIHWNgYGBUYAABEyMQyRTAFgCisYCK/50M/UsYGNYrMOwBStsfYBACUvO/cjYAKca/zAlAivt/BJBkYHi/HEzF/wRTPAIQagOQinHwA3HqK0+CqLn3QGIAW0EUe6YWAQgAAAAASUVORK5CYII=) and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAANBAMAAABvB5JxAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdt0Q70RUIs2JmTK7ZqvJRkjpAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAATElEQVQIHWMQ+q/MoO/KwOCfwFDBwMAwv4FhGZCy/82sAKS4/nBeAFLs/zcBSQaG945gav9nMMWxAEIVAKkdAXEgjrxwM4iyOQcSAwBXAhEgfPHWYAAAAABJRU5ErkJggg==)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATQAAAAqBAMAAADPBLrzAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMt3viRCrInZmVLuZRM2ahUBxAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAExElEQVRYCe1YS4gcRRj+59Hz2t7ZJoQcPGTGJd7ECQFRgzJzEXzbbGARIusguD4umZPgJTsEE7wY52QUBuyLEkXcOYSNsMiMuYhKSB9EkQiOogmaGF3HuMkOSfv/VV3VXd2VhdEdGGT/Q9X/+r76q3rqsQswolS8QFojYsec/s7AZiMYt53xymMea0T6jNcRiI9uCG1C+so1WcijUhu/ckIZwnQAjioeMkqeJXxmQ2ib9HmZFOfaBIahHZXBHmPW21dHvdDEJpDHHwHIBKav5UI/MTcWnatGfScph2ap4aIQQBzD0gGW6AN5dco5SI2UgpW3INGTtlC6fwtN11cipRkdyqJZ6rg4QxTD05XSzvJMpT2tWGQc8FoxX+DoRkozyWazBIhzcVwU46eHV60fjCC176QmlGlvXaiaPjpMMZQT5+LBKEZAgg9a6AlfqE+FdF89dzPuk57oMB/KCICGi0WjGAEJSss4cMS7AyoPUChX+dNODlxIWiJR9kmvJnWhZNsWfE4GDvP0ykoDphcX39uD9ksAMqbhYngV88qnYPKfzNJgdnaWbYNiA6DqwGGWDqkNyPZxW/Es7uNt1ouftbl0D5i36yaGkN6A5VrmxquYfxFnKWIaLsaoYpqPwYzL/MGqpWyAJ/vwBS8gfZNtebNG5perJB0eAXFZ+SZ13xRbiT9I6bpJ/CkO7N/d/JDsu0MxxmUyqlWKCVEw041foMQjQWkz6HhmzShzv+FZc6jhjGMSuqxkbKmR69OCd90Sllh1sDR2yFC9IqbjIgIVk12H45xWLc0cplvcD+c6D6OWrvlmqDOqHWkdvkJSgydgqgYGDbOM1VSapecW7qEkKk3EolwCq2LSfTjF6YPS6INmvR3cjXNdK6NqNsnmH7ROKskZ3oXbn2DGIVuswM422xX0QUHEGBf/oCuUK0TFFGuwwSNBaWwDHbpXADKDJqq4bWOSp/Eish9Kdv4zKi21BoZnH/Pjt2MvYjouSlMxKSdxFY418IoMSmPI0lXMXWhhk/BwFaFoYROR7zW+X+FZeBdPiq47PQTzOizvu/ICwdAFIqbjohwVU3Qy5fy8cz58ved7mFak5kAdG7hMTZIaVbL7VZtZu97C9L14Vd8JL1+6YOF15rF3QBujfkzHRdgIJvHi8R6ezg8xWr9he5MON4AWNXgkAXxFjSpzTdX2rTVgc+OWcT8Yu66jTrscgMc0XCzqNxIzY8F5+CEcgrOw2/2aeVqQ+G26TuppZivNBcXixlQTz46pb2WkgL/kLL1p8HqXMQ2XBKDiYz6ms6Nt7A2HYB7eOPozebIu5K4t2KhpHkWZPqUwsYQCxcZuG3KvS9u4y4YMnR5GXcY0XDKfFB9zMYE1zL/ZUWKF1kG8/VBymLf6PGm4T6JyhEpmkneFBoWTNakz5amVxVOM630Z03DpMB/Q/Wabjho7oZpoxR/NBVoLLvIIFA5d/68e4EbZv8l1jLf0leRS5f66ZdJ/Drz94OgUxn0+xthZXR8dPk5EcshfDj9WPa8/zoFG5z4U/F9h078RRmfeRmyvwPYKbNUKZPtbxbT1PPIe3Xrq/y9jmz0qJnF+hXlnEstiNaUmtjKgP0YmVD5pTWhhAK/J9+T4SvwHhbGyEewR8F4AAAAASUVORK5CYII=)

1. When label class is ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAANBAMAAAB4JQK4AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAADXRSTlMA3VSJECJmmTJ2RLvv7RJgCQAAADdJREFUeF5jYGAQYmJgUGKAAkbWJElm9tP6THP+KTAyxD5mYLBmYGJoZ2Hi4mNiZnTlZGaUEAUAkPEGIIqcoFUAAAAASUVORK5CYII=), assigns less penalty on ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAPBAMAAADJ+Ih5AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdkTN7zKrmd0iZrvb+xg0AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAaUlEQVQIHWNgYFR2YgCDMAEWBRCDsYKBtQDE4ExgYP7AwGXAwO7AwLWBgZGB4XwDA7sCSIr/AIM5A+8loBoDngyGCHagrrWXBBgEwkCSIAA1k4HhKYTPwAA2EsjhSICIMHFdgDDYXBgYAP+TDflaDUEQAAAAAElFTkSuQmCC) as long as ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD4AAAASBAMAAADxgXA6AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdkTN7zKrmd0iZrvb+xg0AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA+ElEQVQoFWWQsQ7BUBSG/6uoNhqNjYl4gU4MlkbEYjE1xi4So9HYyegJLB5AIjFLuloQY822Dh7Bve05pXXS5P7/999zcnuAQokQCArs105neM5+QV73XXidHBK90ddv9tjuU8vcs8tZwyVGK6bbxMUalRWh9hKlBWnmhg/tDdOR2DpBO1OMhNd96C7MI4TCKj9xnnIbtwB6h6Cc3+T5zBshBrAe6Y3rDvKJSSU8CmE49SXmOk3wupC/qEpxreVAHB42bI9yDO+QK5KVcG7Dd0WTAJNsvxG3vVhABOqjet1J8IY4oHNMk2p+Icjbkslz8pxddczq7/wA3Rsy8Ia3jTUAAAAASUVORK5CYII=).

### Mini-batch stochastic gradient descent (SGD):

* Train by mini-batch SGD (by various other ways as well)

1. **w** model param, **b** batch size, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAANBAMAAACEMClyAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVGaZdqsQ7zKJIkTdu805/gtuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAZklEQVQIHWNgVGZUCWMAAiZ2C4ZIEEOKX4AhGMRI2M/AcAjEYJjLwPaLYQqQ8YSBsYDhFJDxg4E5oLOkgYH7AwOPAmMAULsBw/oFzApAKQYGdQaeBWBGKAM7dwOIVcTALAgWKQORAPX+EJGWxc7JAAAAAElFTkSuQmCC) learning rate at time **t.**
2. randomly initialise ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAMBAMAAACU11D1AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdu/dIpkQq0S7iVTNZjKcjmnfAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAb0lEQVQIHWMQ+m9g9NkhSJUBCFj+J7D/YGBvALEZ5i/g+smQDGYy7Fdgtk8QZGB448DAwPS7VV7AjIG7Ccjm+jklX6MAKAZks/w/wP65AcJmmH+B4zMDlN3EwHAWxgbSIMDkACSggMkBxmLgkI8FABCiGcIbSUQKAAAAAElFTkSuQmCC)
3. repeat **t = 1, 2, …** until converge
4. randomly samples ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHQAAAAUBAMAAACuQAROAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdqvdmUQyVBC77yJmic0TxsE5AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABo0lEQVQ4EY1Sv0vDUBg8I2lNa21xcBIMiM7dVQiKOChYOjhqVgexOHfoIAgdSnAVsUNHhw7uzeAf0NEfIG5OLYKCgg7e95K+RpMWv+G+e/fuXpIvD0iu8mOyHqo3y4rMvm3GbOYXJdOO6Vo4KAlNfWhBE8MGTjc8vY4RqyvSxGdsA5ZDzRgXFQOsoqBU+r7f7yn2z2jeUW4ge+mG7L9PPa6EgUZ7kBwTrTrV2Rpf1RHvApmqpbCzjX5hv+UaXc7BFvOigJQXNMGMT0gaU7r9AcPhbIs0oCXAMnlYWNlzIUnRKfM1OHfd5XC+gVyBzkj08GJUFDkPnRp397eBaV6cybZYPYGgOi570lMxU8AT99JMwWgi9TBHguBeChszpryL1QmmbLoyhBN24O/PsZ6p+cDUCxoVAXIcAJ9nPNvmZ16ttbFDjV/dc1UnyM/J7b7foW4zeo26L0COW2DeD1+LS6wIxC6i0nyFAUS4nK2quReSQdM78AcSe4Rrw1YlYhAaXBaSbGm4E+U6OtwOmZq9cA5TV5R3IkdqQ0DK23+E38sj3vcffTpYalX8YCkAAAAASUVORK5CYII=) with ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADsAAAAUBAMAAADB8VhjAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAiRCrInbdmUQyVLvvZs3NGx1KAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA7ElEQVQoFWMQYoABBAsmAqRNgDj4WwWUhSTBZCMAFeT8BRIGKUQG/AuAPJAg6yeQMLq0vwJUkDsByMCQvgYT5C+AsUA0DJiDGCAj5y+AsUA0DBy9WwSRjlcACaHZzfmRIRgiaAbWAJau3g0CG4ACrAkMPRDp4whpMAtMcBcw3AdLs/xlYGAMQDecZwGDHVia9wsDA5sDRBpiuAFQv74Cw1GwNPMBBk6ZSHTd/AxcCWBpHqDixWAWwmYGBj4HtQkgQcb9iQ4MtRjSLLIlQNVQ36bAWcgmwAUPdMIUYpWuWoBXGmENqm5EEkKwECoAYsktsFlnoqAAAAAASUVORK5CYII=)
5. update ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARUAAAAVBAMAAACat2dlAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAImaZMt0QdolEzbvvVKsnB5mKAAAACXBIWXMAAA7EAAAOxAGVKw4bAAADwUlEQVRIDbVW3WsUVxT/zc5+zE52JqNPRUSvCNqiD9tEhFKFLSgUH2qsH9AiOC950ahLJPEDIftW0AdHfOlD0EWhEWnp6kMpCE2wVPFBkv4Bbbe0iC/RCK42RLmec+/O5u5m1UnBA7lzfh9n5tw7c+8GeF+xbnk3Hl2ePbE79SPglbP7ZUMMyt+iRHV+Itf/MJ0BjlDZ5DzQn7A8XUxoXK7tZ+ATqhl6GeYHktbeTGpcpo/Wo0olnqwPBUlLLyU1vtnnf32D4/sZw5Keg6eW/MmrWwb99rQAWOtL2JPd90Zfd91b7218qGry6qFwzRvkqvBVb0OybvAj8gAO3TeIs3LgYCPY9quiMiXknCJN40vD0Z5211OFLXikjfo9D5tVPRW4ARN5WTX56RmsMrElQ38efqQ4X+CiW6ZpnDYtlH96m6NGWXf9994Z/KNrvuBLtqqBHnsjFEJOs9MvaPxTzjIALlSxfRERMVlxFjCoNNgVYG1I09igMY271IRacImulfAK4rX0S0Q5M0YFdgO9Cvsjkm8nm+LxZ9mBRUTkX1OZQ+FJgE1OETgDmobANwQr9OmPM2+GoVvqM73O6nlkn6oaWDWCbUtPt2z2siktB0iNe7EXHLGISCi8ujRWPgBMUe5UgAlaGZSxhyB1hoLqRb+jOmFTZ9iMCXhTqkafJP/GvLrS8aLekXUXY/8RE/diyZ0GotRZuHn8fh2pOcrtMvAA48gHn98rmb2QFoehxxRdn8GuqxrgMG3GGpD726qcwFb2zOdAuwLIRHBlpHpRPJ7cI1aiufeoTlb9RoSRhZ+gdt4tXAhT8OrkKtKfXhdK4jD0mKINMoeMUDU0OYGeANgw61TWqCMOT3foPU3nvyXvql6qqnb3c7pI+PSgw4KZSZFv0B3mKHVLwLHhlX0Ctsj29+/tLy7tJda5tBWpItYGttC4CnVmTrlR6oMfmDolQAbvIH0sO6cbX9HTNQ+XZyuxeW8JQ3V2jgNXm71kGKvI0My6r4uh67Q5boaqIbQR39GYrxXwWUo0Vd4wrZBo8urUkejhlkRLpnVZAXzbwoV86a29KL3l5uQxYs49WiHsFVdD2CXKVPBvYxwSxKeDXdFlZrr08vwjQJ+ZbLD/oIHazY/1MVwSSm9j7+ga4rxzISt9Hw4HrscZxzF94fGynCXero2N8voR6vm4DCtaNFi3i0jzWhnRAQ2lS0rfZBwTcQKHJqjDE3HGV+bFkV8CzXnXAuRMmfLO/6XCDj0p7Fq3rrNadBJteLQNvWfghe96wGvebPbGaA/3wgAAAABJRU5ErkJggg==).

* Pros: solve all objective in this course except for trees
* Cons: sensitive to hyper-parameters ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAOBAMAAADkjZCYAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMA3e+JEGYiRKvNu3YyVJmCD/CmAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAU0lEQVQIHWNg1DdgYGBg0Q8Akf8TgCT7JyDBwPwDRHL+WiXNwOD/mSHegKFegeG8AoN9A8P9DwzzAxjeCzD8P8AA1C3vANJhf8BRjIGBW1LOgQEA4KQTLK7vU4sAAAAASUVORK5CYII=) and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAANBAMAAABWYCMqAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAIrvdmTLN76sQiXZmRFRU0XKMAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAeUlEQVQIHWNgVHYISu9kAAI2qW+d3D9ArCCmTww830Csifx/GVi+MDACmfEfGJj/MZyfwMCwP4Fh/k8GZaCY/gaG9waHPisyMPwPYOh3YP0HFCtjYKh/wP0TyGJgYPw/gcmAE8Ti+czA7tAKYnF8YeBSuQBicRWCSACcyx+JbS/y9QAAAABJRU5ErkJggg==).

#### Code:

* Train a linear:

1. Regression model with mini-batch SGD

* Hyperparameter

1. batch\_size
2. Learning\_rate
3. num\_epochs
4. Full code at: http://d2l.ai/chapter\_linear-networks/linear-regression-scratch.html

# ‘features’ shape is (n, p), ‘labels’ shape is (p, 1)

def data\_iter(batch\_size, features, lables):

num\_examples = len(features)

indices = list(range(num\_examples))

for i in range(0, num\_examples, batch\_size):

batch\_indices = torch.tensor(

indices[i:min(i + batch\_size, num\_examples)])

Yield features[batch\_indices], labels[batch\_indices]

w = torch.normal(0, 0.01, size=(p, 1), requires\_gard=True)

b = torch.zeros(1, requires\_grad=True)

for epoch in range(num\_epochs):

for X, y in data\_iter(batch\_size, features, labels):

y\_hat = X @ w + b

loss = ((y\_hat - y)\*\*2 / 2).mean()

loss.backward()

for param in [w, b]:

partam -= learning\_rate \* param

param.grad.zero\_()

### Summary:

* Linear methods linearly combine inputs to obtain predictions
* Linear regression used MSE as the loss function.
* Softmax regression is for multiclass classification

1. Turn predictions into probabilities and use cross-entropy as loss

* Mini-batch SGD can learn both models (and later neural networks as well)

# Neural networks

Handcrafted features ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAALBAMAAACAOcA3AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAADXRSTlMAInbdZs0yEFSZ74lEY19LfQAAAD1JREFUeF5jYAADIQgFBMwMDEwQ1n8HGOufGAMjVLqUm3HqATCLtQImlvobymAPh+lgyYQKMbDCzStmYAAAljUHaVLJQX4AAAAASUVORK5CYII=) learned features.

Raw data![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAALBAMAAACAOcA3AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAADXRSTlMAInbdZs0yEFSZ74lEY19LfQAAAD1JREFUeF5jYAADIQgFBMwMDEwQ1n8HGOufGAMjVLqUm3HqATCLtQImlvobymAPh+lgyYQKMbDCzStmYAAAljUHaVLJQX4AAAAASUVORK5CYII=)neural networks ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAALBAMAAACAOcA3AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAADXRSTlMAInbdZs0yEFSZ74lEY19LfQAAAD1JREFUeF5jYAADIQgFBMwMDEwQ1n8HGOufGAMjVLqUm3HqATCLtQImlvobymAPh+lgyYQKMbDCzStmYAAAljUHaVLJQX4AAAAASUVORK5CYII=)linear/softmax regression![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAALBAMAAACAOcA3AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAADXRSTlMAInbdZs0yEFSZ74lEY19LfQAAAD1JREFUeF5jYAADIQgFBMwMDEwQ1n8HGOufGAMjVLqUm3HqATCLtQImlvobymAPh+lgyYQKMbDCzStmYAAAljUHaVLJQX4AAAAASUVORK5CYII=)output

* NN usually requires more data and more computation.
* NN architectures to model data structures

1. Multilayer perce
2. Convolutional neural networks
3. Recurrent neural networks
4. Transformer.

## Linear methods Multilayer perceptron (MLP)

* A dense (fully connected, or linear) layer has parameters ![](data:image/gif;base64,R0lGODlhmAARALMAAP///wAAAIiIiDIyMiIiIu7u7nZ2dpiYmFRUVERERLq6utzc3BAQEMzMzGZmZqqqqiH5BAEAAAAALAAAAACYABEAAAT+UIwQyChlEDoMAMdEIF9pnmhqbI7hJEYBFIKhPM5yPN5H+7WbQ5b6KAiMQXHJVLFcMBnNhtPxTJuESUFZnJTNMCpBKjmUB0CgARBoAYQPYiHYpdcAw6O5CIDFgGNlH2cgamxuH3ElAhREHwwBPR8Ng4FhAWklD3gNbwgKM4sFDgShAJ5ybEwFfpevH5kmnGypAKCiJq2yPhQMJg6nrAcvCQl7Sw0BXowBMgICijI4cjzBbdEAv02tf4AFxMbHTMrMH43P2QTTDicJrh/EFMLeRQcJCo9NAts+DJoI2BRYBEpTgUkBASiYIyxFt0v38gHip+ufqly3FGj6wGnZByX+G8oomGSPpBgyPh7gK/GmQQ9oq2aw9IFgY5FWBAQ4QNCByQGTYVDOUCms5UsBMSFJArCARKMAcsw5fHMpgIMH4fTBurTrVJ96JQpQDWQV6wutgBwE+GVjBoU0YE9ofFWOUdytYXCaQMBLrk0xdc/dbaIsgII/7wYc+ItCgrjHyFJQLHEAKt5XeksYsCp5wGNxkRv3A2EZ1gYCkzqua6IgWyChhEZfFpP5w+Z2KFq/gg3AgexAT6VSsLRkrJi+cMCgne2wwt4AoU0Yx2TTgg/M8MxAF0MNEJeknpk2ZN5U665VfaZvwi3mu4nwC8af/Nvg95KIy024cHC1RKXFzJ0+UN9fA9GBAE+u2YNPfprx1x8lNTEW4DfhGBPdhFtduBU4xYyD4YcghliEhiKWaOKJr5CI4oostgiAii7CEgEAOw==), it computes output ![](data:image/gif;base64,R0lGODlhjQARALMAAP///wAAAMzMzKqqqmZmZu7u7hAQEERERIiIiLq6unZ2dlRUVCIiItzc3JiYmDIyMiH5BAEAAAAALAAAAACNABEAAAT+EMhJq70XGUMaKErAKJNjMAOmrlazBB4rVwoTEApxKMWHKIlBxzEgzY6rw6ESQFQIyGhFEJAeDwsK4QFwAAICAGIJYFjPgAWXEjBKBGH0Z+YgyzEB72QABgjICwkfZndICgYUDgxZJYUOgiwLTjIFDjpKKSpUMRIIAT0Ikww9QoVInhMFCUoTCZxojzIGkCt1CT0zGhQFBnoLYQWEgXoCpRLGpl1VEl5qjRVBHQmWuBixKw0BAwMImRYObleMBQMHtGQCRqHAKQZxB5NPC/P09eEUfD1wAASE3hPF/BzwwoDWhWsqTMQwUC2VHSQ3Blg60JCFICoT3CWTkABGFwnohz786/Tm08daBi8scDPLwjQpmyYgWGOIEcaNfsDc6lRFDwYEjC4QqPfggT0LLSX0qTBTiVNMKnSVWIakYKeHprJtm7pPxYORCVNWKECVz4UE8cRpQYSELC54GIbWm3svVYCHHetyBJANV9qDYik0IJTm7wSsMvJQYLCmoopl2eLg1EYh5jczino4eAWYBaEENC0gk9FRMoAHSxoEPqgAHFWcQSU00MtXwQDVtk1bW93KtuEKthzTIEDcm4AFDnyegoKzOUqclS4dAIvzASQDnJ1rl1BA+HbnjAgo/06+PPnk3cyrX988AgA7),

1. Linear regression: dense layer with 1 output.
2. Softmax regression: dense layer with **m** outputs + softmax.

### MLP

* Activation is an elemental-wise non-linear function.

1. ![](data:image/gif;base64,R0lGODlh0wAqALMAAP///wAAAJiYmNzc3KqqqnZ2djIyMszMzO7u7iIiIhAQEFRUVLq6uoiIiGZmZkRERCH5BAEAAAAALAAAAADTACoAAAT+EMhJq7046827/2B4McYhnmiqrmzrYkNzBOZr33iu5/Tu/8CgrycsGo9IDDHJbDpvy6d0SuVEq9js9Krteovcr3gMrZG1iAZHfQYFGO3n4REYTBYdhCO+QRQWAQYFZloMCUWGGAwKEw1wHQQCfJMwj0EDlhUNeBIGIJ6UoVoPkgCRIAUEoqtUdRIPdh8MnKxeArcCdgcEexR+twgIEgINAgi3CwcIBATJFQTFgxK7vY0NzIwS2RQMvJgCDsIT27VZpwAFxqoKZgMGwggKkpgH8hIEBqqmDxQObAOMlgFgN4GUhAW0DlHYBWCOpASZAmBwgLCixQUFyv0oUAKAMDj+AyROyDfBlSoBCgGgbERLACgJNECKVMnv4L+XEtjMEFZqnDiNVQYkCKBAH7pqDGYu6pfRZkE2A3siIFKgmj1tNQ7gpLAJQ4KfLAKIHUu2rNmzaNOqXcu2rVkKAwrMJJjz5R8KCizRnRorZCyVc2v4nTYTQcoKJC+QAyol8cB7hx45qGagZ8gJl4d5gjODggE2BCI3nNmA36PFMsVB1Tbx4sWmjG/QYsCmQMZSzYa50jxBQE0A/lRKSFBDAC3bwh97FJT8Xe9DKHn+BTDgd+wnDLqda5jqZzpo5IpNSDWBAXkJcSP15E5AHAMHzA44MJbTaHpMqQipXH8dQxoXq6n+cBcTA9DSwQNg9XeBgSvo0UICRiWBoAcF6kCCflM4YsN2IDQACj5PDFDNBuHgEMMMGF6Q4A9btdAiJPAJAJsT3XAgQIovhGGBAJn4wKEL59UyHQw/6FgBj0LAgsMsCiZhJAVIbhAJNOV5wwA4wkDTwAC3WIVCNw58U+I4TSLxZG89WrAAG9k1pIpDAEC0zFSlzDfcCQzBCREFM5UpxJnDpAllSgXYoVMAPAEAx1IS3OXOCYcmiteKfu6gI0UVGWCARTPG+UAkGnLFIABdHbSHVhUw8MCqrLbKX6kWfFXpnzgeKagEfGXgWEFGFeXRYSLsitestHYQpYp9lkcdojl5leReSot5kFqzwxILxBvG3jqcGQQcsFJ0KsWyUydmOAfCt7LmApd11t7gByCC1BqoBulFIsx95nXbyHzQTHdNCPjmdyR/7TZxbAsGXVDhDRMWLEUwNux2QcMuLOxwbJ1lIKINY14MFAkBdJpqhCrc6LHHQ6aQMgARAAA7), ![](data:image/gif;base64,R0lGODlhrAATALMAAP///wAAAHZ2diIiImZmZkRERO7u7lRUVDIyMpiYmKqqqszMzNzc3IiIiBAQELq6uiH5BAEAAAAALAAAAACsABMAAAT+EMhJq704X9O07F4ojuTElSJoCUNACEQhGCLrChQjOI6wSItC4PCbHEQGAmrJHB2bmSSm8JQQEKNCAdOrSCmNx0iRgJrPYfOjkRCIJ+RLoAwPFD0BVS7wnjzuElgkgmeFKIRMC4QIDBSIQAGNEw0BNB4LdhcJARZ6AHEkAgqGpCKgTQWjH0oTohUNDhQGDnQelBgHjwA4FAWSIw9VpcMWvmaZEg+xfsIAVBIGCgV9EmQKngdbF12ytRLLFA8KBAwPCQSW38MJbAYJCUTRCkSvDQoLv+Lk5ujqFfrlzqWrgOkXpoHgJLggE2MggAMgHlBz4EkCAz7/AAEYQHBUkDL+A6hxwkDggMmTKHnl+EOrGgJV0nrRyQXEYwGQbzhSWGATJ4YHkSYUpDAS0q8GiBLo3PXrIrUJmzpVYPAIxEEA3gA4cAhllFKoSxtUSaDtIS+rlbBarAqJRtadQZPF/ZYOFoWoEwakYkcNb7iHulQC0fWhWV6uZl4YUVFARctvT8USJAxAsoeLdxSkPTzh2QQC4AzMrUCTgoJGBVgJfWpgaYWXXIg56OOgiGhJFyVhsgBblmtHqvD0UZBQK1FvAwQZEJ2B22crqiUInlBczEVLnopTKImy+3SLRS9CxSJm94ctYqxvdvwPwPUPGm5OagYOKCAEW8ptzFzEKYUDdDDGsJQBM1yAQDpfKeXWL+6VZUgChJD1WQd0LGMAAji8w5GCWP1yIFhYDbCgRQc49EBZjOSgDQwEEBDcAgAGKAoZlgiAwA0CFODAZgDAKIAAb00SnA6nPSCKRu8Mw0YrwRnZpIv3EJCAAUSWcyQYQ4pi5T1CPWaaPW5UkCQxUDBgWHyIkVmKmSUEJ0IBaar5ZpxTnSlnKXCS4OZldt4ZAgPRadCPn2oCOkYJgxKKgjghJKCRoqUwGsKeGjgKKRMMYpDppWsSw2AEADs=)
2. It leads to non-linear models.

* Stack multiple hidden layers (dense + activation) to get deeper models.
* hyper-parameters

1. # hidden layers,
2. # outputs for each hidden layer.

#### Code

* MLP with 1 hidden layer.
* Hyperparameter: num\_hiddens

def relu(X):

Return torch.max(X,0)

W1 = nn.Parameter(torch.randn(num\_inputs, num\_hiddens) \* 0.01)

b1 = nn.Parameter(torch.zeros(num\_hiddens))

W2 = nn.Parameter(torch.randn(num\_hiddens, num\_outputs) \* 0.01)

b2 = nn.Parameter(torch.zeros(num\_outputs))

H = relu(X @ W1 + b1)

Y = H @ W2 +b2

### Dense layer Convolution layer

* Learn ImageNet (300\*300 images with 1K classes) by a MLP with a single hidden layer with 10K outputs.

1. It leads to 1 billion learnable parameters, that’s too big!
2. Fully connected: an output is a weighted sum over all inputs.

* Recognize objectives in images

1. Translation invariance: similar output no matter where the object is
2. Locality: pixels are more related to near neighbours.

* Build the prior knowledge into the model structure.

1. Achieve same model capacity with less # params.

### Convolution layer

* Locality: an output is computed from ![](data:image/gif;base64,R0lGODlhJAANALMAAP///wAAAMzMzERERO7u7rq6uhAQEHZ2dlRUVDIyMpiYmIiIiKqqqiIiItzc3AAAACH5BAEAAAAALAAAAAAkAA0AAASGEIgRCLg4631n3YXBjSQQcgdSrlnKJQorw1wgyHdpg0GnLCQRqdCT/C6HgUQgEGYUN6Ujtkkum5fEQVAAEBibyeKgSHQ3Wq4XDAgMziVFADhywy9EgXUkPiwGORl5e0hKAA1dgRhQAFJ0LYaIEgA0hzdsHE5oVA2XhxYADAuYHHcaDaCibBEAOw==) input windows.
* Translation invariant：outputs use the same ![](data:image/gif;base64,R0lGODlhJAANALMAAP///wAAAMzMzERERO7u7rq6uhAQEHZ2dlRUVDIyMpiYmIiIiKqqqiIiItzc3AAAACH5BAEAAAAALAAAAAAkAA0AAASGEIgRCLg4631n3YXBjSQQcgdSrlnKJQorw1wgyHdpg0GnLCQRqdCT/C6HgUQgEGYUN6Ujtkkum5fEQVAAEBibyeKgSHQ3Wq4XDAgMziVFADhywy9EgXUkPiwGORl5e0hKAA1dgRhQAFJ0LYaIEgA0hzdsHE5oVA2XhxYADAuYHHcaDaCibBEAOw==) weights (kernel).
* # model params of a conv layer does not depend on input/output sizes.
* A kernel learns to identify a pattern.

#### Code

* Convolution with single input and output channels

# both input ‘X’ and weight ‘K’ are matrices

h, w = K.shape

Y = torch.zeros((X.shape[0] - h + 1, X.shape[1] - w + 1))

for i in range(Y.shape[0]):

For j in range(Y.shape[1]):

Y[i, j] = (X[i:i + h, j:j + w] \* K).sum() # precisely it’s called cross-correlation.

### Pooling layer

* Convolution is sensitive to location

1. A pixel shift in the input results in a pixel shift in output

* A pooling layer computes mean/max in ![](data:image/gif;base64,R0lGODlhJAANALMAAP///wAAAMzMzERERO7u7rq6uhAQEHZ2dlRUVDIyMpiYmIiIiKqqqiIiItzc3AAAACH5BAEAAAAALAAAAAAkAA0AAASGEIgRCLg4631n3YXBjSQQcgdSrlnKJQorw1wgyHdpg0GnLCQRqdCT/C6HgUQgEGYUN6Ujtkkum5fEQVAAEBibyeKgSHQ3Wq4XDAgMziVFADhywy9EgXUkPiwGORl5e0hKAA1dgRhQAFJ0LYaIEgA0hzdsHE5oVA2XhxYADAuYHHcaDaCibBEAOw==) windows.

# h, w: pooling window height and weight

# mode: max or avg

Y = torch.zeros((X.shape[0] - h + 1, X.shape[1] - w + 1))

for i in range(Y.shape[0]):

for j in range(Y.shape[1]):

If mode == ’max’:

Y[i, j] = X[i : i+h, j : j+w].max()

elif mode == ‘avg’:

Y[i, j] = X[i : i+h, j : j+w].mean()

The input picture will be shifted. To solve this problem, that is to increase the robustness of the model's impact on the displacement, the concept of pooling layer is introduced. Every time the data is read, h rows and w columns are read more, so that the model can resist a certain amount. The displacement changes within the range.

### Convolutional Neural Networks (CNN)

* A neural network uses a stack of convolution layers to extract features.

1. Activation is applied after each convolution layer.
2. Using pooling to reduce location sensitivity.

* Modern CNNs are deep neural network with various hyper-parameters and layer connections (AlexNet, VGG, Inceptions, ResNet, MobileNet)

### Dense layer Recurrent networks

* Language model: predict the next word.
* Use MLP naively doesn’t handle sequence info well

#### RNN and Gated RNN

* Simple RNN: ![](data:image/gif;base64,R0lGODlh/QATALMAAP///wAAANzc3CIiIhAQEO7u7nZ2dmZmZlRUVJiYmIiIiMzMzLq6ujIyMkRERKqqqiH5BAEAAAAALAAAAAD9ABMAAAT+EMhJq704a1DU/mAojmRpnmjoTcJAEGn6XIikNEEwNEXRDLmGQZLADWqj1ivGrNxyu94vOAQUdcimFsBwNUaFQyUA244SFgWDAnRQGDlB5Xsim7Xtd3x+NwsCdCIPaBN2fR8Ca3wUCjkFFAQBVRILWSWGhxePH40BmxKRkwCVmR+fGQWAJYEAmKUXMxWDFakBhBw5ZRIHiiaur0S9qDm3tboAvMAZCcKaqiQGsa3HyhICBwsVDnLaz1YHOb2sl9TAzCAO3gngAeLVGOcaqeMgDFlkBQYHBJaHDwYMEiw4wA1AOQAP9gD4AgQJA1Hk8u3r1yfehoQBuDEM4BAiCAX+QAJ4gEOAx5lmFlINUHAAgZAQunKIsSISREsEOHPm9CgBAZoCawQEGoAhFAABNTr1LOgrwMwENUtZ3GAUKQClABAwHZHup0kSU521s+ZNQ4BCAbJx4TjhFJMEbhAWeiQUAzgYAHHZWkhhwQCiff9iyKEWTha3GAo8iPshbIa7APLWQjOugIMVH4A8aLAV8QXHtHRQQLDXMuYKBDblmGB4wrYtAxQRSvVoAT1K4QKla5DglgQD5YAPPiuhtYTXFzc/1tmggU6euNvpBtTbAgKUiSNJc711F3PnO1OKnmDAaU/sAAaoJr42y8ETtIlIUM4B8AUgAyZhVF9BeP/3qxX+xxYoIdQFAmgY4KcfFIjZh44Obr1XAYJtjfebeellEBN7rQ3Em106hYgAT8QBJcEAahmUQSdM5UARcINc9hsBMZ4WYHujHPAhIrd9ht4FLFLgYkoD9FYFAw/wMssEBySQUCAe+gbPjxKoNFoAMxRQZAIebcjagAqcxsQBMzzwCALbfSXeOOBsd+EaUL1Jk5AcgilmBgY2RmVobGJpAX1EFYAGAmpMYkAV5c101Z0+blCLWn/EBWgFArghVBALJAAEAW44kKIWCiTgkwJuKeAmBQ5IucBB5c3nSWTEJUQXDoBkummnKSpw6K4GYJbnBhRekGoFq16QjJYcSMAZeXm2wEodAJ4euKeWAiiAUwOYHeugFVIWlUm31lBkQqsIvUqurCBIaMGvGgSbAn9JtgWYZxaoS4G7G8Cr6HH0UuCDFX2c6lq/IpxrbqyvOvoFuOtuiwrBKCCbVUCmLoZQdyktbArE8gB23S1W2fTAp00wgLE1+5pgm0g+OLUyqTikbNfIHzxEQAInV7NAFQmoEdBDD+zJJM2v7EyEGkxy/ArDrAn8ztNQR92EQFKXkHPVWGetNQsURAAAOw==)
* Gated RNN (LSTM, GRU): finer control of information flow

1. Forget input: suppress ![](data:image/gif;base64,R0lGODlhEAALALMAAP///wAAAIiIiCIiIrq6uhAQEDIyMu7u7kRERJiYmKqqqtzc3GZmZnZ2dszMzAAAACH5BAEAAAAALAAAAAAQAAsAAARFUIwQBCChmAO6B0iQAMf2ncCkGMvJfUcRKCjSfuHwesXJJIqAweNgGEadRiMZYHgEFkBjgmAKRwgHagvocV1D5LfDUGgjADs=) when computing ![](data:image/gif;base64,R0lGODlhEAAQALMAAP///wAAANzc3CIiIhAQEO7u7nZ2dmZmZlRUVJiYmIiIiMzMzLq6ujIyMkRERKqqqiH5BAEAAAAALAAAAAAQABAAAARRUAxCgL0Yh5q73Z4HhtlIXlthHARCBsFhJYESwovFBK5VaIHLrgdwCFBBHe/C+SQBQ8Di0EgghUuAwgYQNGCNRWKwcRRzJ2b6UmgArOvDIxcBADs=)
2. Forget input: suppress ![](data:image/gif;base64,R0lGODlhIAAQALMAAP///wAAANzc3CIiIhAQEO7u7nZ2dmZmZlRUVJiYmIiIiMzMzLq6ujIyMkRERKqqqiH5BAEAAAAALAAAAAAgABAAAARyUAxCgL04621D5WDYfWKZeWZ6oWrqFcZBIC0YBIeVBEq93QsLI0CzFEyFhwNzuwyLAIeg9Hg0mAEn8UISCa6rrHC7ODQSpi9WW1T00uDvrbFIDDxLR9CiMPj/bwBqJl1eYCIFV2glEikHD3shDAYECQIRADs=) when computing ![](data:image/gif;base64,R0lGODlhEAAQALMAAP///wAAANzc3CIiIhAQEO7u7nZ2dmZmZlRUVJiYmIiIiMzMzLq6ujIyMkRERKqqqiH5BAEAAAAALAAAAAAQABAAAARRUAxCgL0Yh5q73Z4HhtlIXlthHARCBsFhJYESwovFBK5VaIHLrgdwCFBBHe/C+SQBQ8Di0EgghUuAwgYQNGCNRWKwcRRzJ2b6UmgArOvDIxcBADs=)

* Code

1. Implement simple RNN

W\_xh = nn.Parameter(torch.randn(num\_inputs, num\_hiddens) \* 0.01)

W\_hh = nn.Parameter(torch.rand(num\_hiddens, num\_hiddens) \* 0.01)

b\_h = nn.Parameter(torch.zero(num\_hiddens))

H = torch.zeros(num\_hiddens)

outputs = []

for X in inputs: # ‘inputs’ shape : (num\_steps, batch-size, num\_inputs

H = torch.tanh(X @ W\_xh + H @ W\_hh + b\_h)

outputs.append(H)

Full code at: http://d2l.ai/chapter\_recurrent-neural-networks/rnn-scratch.html

## Summary

* MLP: stack dense layers with non-linear activations
* CNN: stack convolution activation and pooling layers to efficiently extract spatial information.
* RNN: stack recurrent layers to pass temporal information through hidden state.

# 

# Model Validation

### Model Metrics

* In supervised learning, we train models by minimizing the training loss.

1. The loss value is a widely used metric to measure model quality.

* There are many other metrics

1. Model specific: e.g. accuracy for classification, mAP for objective tection
2. Business specific: e.g. revenue, inference latency

* We select models by multiple metrics.

1. Just like how you choose cars.

### AUC & ROC

* AUC, the area under the ROC curve, measures the chance a model can distinguish classes.

1. Choose various theta, predict as pos hat y >= theta else neg.

## Underfitting & Overfitting

* Training error: model error on the training data.
* Generalisation error: model error on new data.
* Example: practice a future exam with past exams.

1. Doing well on past exams (training error) doesn’t guarantee a good score on the future exam (generalisation error).
2. Student A gets 0 error on past exams by rote learning.
3. Student B understands the reasons for given answers.

|  | Training error |
| --- | --- |
| Generalisation error | |  | Low | High | | --- | --- | --- | | Low | Good | Bug? | | High | Overfitting | Underfitting | |

| Data and Model Complexity | Data complexity |
| --- | --- |
| Model complexity | |  | Low | High | | --- | --- | --- | | Low | Normal | Underfitting | | High | Overfitting | Normal | |

### Model Complexity

* The ability to fit variety of functions

1. Low complexity models struggles to fit training sets.
2. High complexity models can memorize the training set

* It’s hard to compare between very different algorithms.

1. E.g. trees vs neural network.

* In an algorithm family, two factors matter:

1. The number of parameters.
2. The values taken by each parameter.

### Data Complexity

* Multiple factors matter.

1. # of examples.
2. # of elements in each example.
3. time/space structure.
4. diversity.

* Again, hadr to compare among very different data

1. E.g. a char vs a pixel.

### Model Selection

* Pick a model with a proper complexity for your data.

1. Minimize the generalisation error
2. Also consider business metrics.

* Start with pick up a model family, then select proper hyperparameters

1. Trees: # trees, maximal depths.
2. Neural networks: architecture, depth(#layers), width(#hidden hits), regularizations.

### Summary

* We care about generalisation errors.
* Model complexity: the ability to fit various functions
* Data complexity: the richness of information.
* Model selection: match model and data complexities.

## Model Validation

* Approximated by the error on a test dataset, which can be only used once.

1. Your score on the midterm exam.
2. The house sale price 1 bided.
3. Dataset used inprivate leaderboard in Kaggle.

* Validation dataset: can be used multiple times.

1. Often a part of the training dataset.
2. When we use “test”, in more time we mean “validation”

### Hold Out Validation

* Split your data into “train” and “valid” sets (often calls “test”)

1. Train your model on the train set, use the error on the valid set to approximate the generalisation error.

* Often randomly select n% examples as the valid set.

1. Typical choices n = 50, 40, 30, 20, 10

### Split non I.I.D. data

* Random splitting may not work.
* Sequential data: e.g. house sales, stock prices.

1. Valid set should be after the train set.

* Examples belong to grounds: e.g. photos of the same person.

1. Split among groups instead of examples.

* Sample more from minor classes.

### K-fold Cross Validation

* Useful when not sufficient data.
* algorithm:

1. Partition the training data into K parts.
2. For i = 1, …, K
3. Use the i-th part as the validation set, the rest for training.
4. Report the average K validation errors.

* Popular choices: K = 5 or 10

### Common Mistakes

* Personal opinion: 90% super good results in ML are due to bugs.

1. Contaminated valid set is the #1 reason.

* Valid set has examples from train set.

1. Duplicated examples in original data.
2. Often happens when integrating data.
3. Scrape images from search engines to evaluate models trained on ImageNet.

* Information leaking.

1. Often happen for non l.l.D data: e.g. use future to predict person’s face before

### Summary

* The test data is used once to evaluate your model
* Sample a validation set from the training data to approximate the test data.

1. You can evaluate multiple times to select models
2. Validation data should be close to the test data, especially for I.I.D data.
3. Improper valid sets are a common mistake that lead to false good results.

## Bias & Variance

* In statistic learning, we measure a model in terms of bias and variance.

### Bias-Variance Decomposition
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### Reduce Bias & Variance

* Reduce bias

1. A more complex model
2. Boosting
3. Stacking

* Reduce variance

1. A simple model
2. Regularization
3. Bagging
4. Stacking
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1. Improve data

(boosting, bagging, stacking)Ensemble learning: use multiple models to improve predictive performance.

### Summary

* Decompose model generalisation error into bias, variance and intrinsic error.
* Ensemble learning combines multiple models to reduce both bias and variance.

## Bagging

Bagging - Bootstrap AGGrgratING

* Bagging trains n base learners in parallel.
* Make decisions by averaging learners’ outputs (regression) or majority voting (classification)
* Each learner is trained on data by bootstrap sampling.

1. Assume m training examples, then randomly sampling m examples with replacement.
2. Around 1- 1/e ==63% examples will be sampled, the rest (out of bag) can be used for validation.

### Bagging code

class Bagging:

def \_\_init\_\_(self, base\_learner, n\_learners):

self.learners = [clone(base\_learner) for \_ in range(n\_learners)]

def fit(self, X, y):

for learner in self.learners:

examples = np.random.choice(

np.arange(len(X)), int(len(X)), replace=True)

learner.fit(X.iloc[examples, :], y.iloc[examples])

def predict(self, X):

preds = [learner.predict(X) for learner in self.learner)

Return np.array(preds).mean(axis=0)

### Random forest

* Useb decision tree as the base learner.
* Often randomly select a subset of features for each learner.
* Results on house sale data.

### Unstable learner

* Bagging reduces variance, especially for unstable learners.
* Consider regression for simplicity, given ground truth f and base learner h, bagging: ![](data:image/gif;base64,R0lGODlhfQAWALMAAP///wAAAO7u7kRERGZmZtzc3IiIiJiYmKqqqiIiIszMzLq6ujIyMnZ2dhAQEFRUVCH5BAEAAAAALAAAAAB9ABYAAAT+EMgJxBA06827/2AojhxREGSqrmzrGZJwuHRt36AAfzu+Eo9ZSgfqSQ6PxsZwQHAeIQHKN2kkHISG9oHNQCeKQQDz+X6kGvPkYEAklgsRQkgFDAaZxXSiBiwcRXEhc14aCQoFghkMJIx1AAFGEpJ9DX0bjiKZEn0FAR2EIw1OVAoBChqkfIt0HKEioxR9CJsZAwUkC5c1Bp9HHX0BuB63uWpmAlYMDYoUgHkIJgsHBGQSzz53EgW7nBR/CnPd2BML0YnU1gDkfQOtGW8U4QBhMwnNvhpAD/z9/UodHAzQsgwYhQYOUNl5JyEeGCf1ANyjkA9An4QcCtTaYQrDOwf+6mp4UqigWaEJDHokUDVBYwaOYwB8tKZGQMUMCmpNMNAtQUgaB/IpBMDS2wRhR3/m5MCTg89V5RxqECCVAoOiE8jZeKCzAFYzf9borFAVJdZrsig0DZgHgCcykrRO2OfPH8ANDu7O3WDG0gR3RDVojfN2UgZ2siQtsnbgTWOPw7bhweHJpBa+KOmMSaSBAWPHTw9EdjvZ6LWhS1QVGJVoFGqZDFs0YBAgy5YEMdNMeCph1Nk2LVkvcJ3hQCtkNzVwI3HhkYhuHpaPaL5qgQAE0P/+zJjdeVoV1EFIXxVAz+sNJ0RU8x6ie8Y9H9anNR57gzkQB86zx7zi/of8uqkRMFpG+4UARH0fDIhecQ8QEAEAOw==).
* Given ![](data:image/gif;base64,R0lGODlhgAAYALMAAP///wAAAO7u7oiIiFRUVLq6ujIyMqqqqpiYmERERNzc3BAQECIiIszMzGZmZnZ2diH5BAEAAAAALAAAAACAABgAAAT+EMhJq70434Oe02AojmRpksogEc/pvhTnwfTYGBKS1HST/ApNatUa/AgTgcrlICA0CBZleXm0eC+O6JbbTbwAZOXBWDisD4K5Ig61AYKPRcAQYClkM1otjz1LVhReAwUXPxUFfSsjbwBabA0nAkEahxSJFo8jdHZfEjgXAVQTo2GMFqCkkZQicQmRGqIWpY5/jLCemhQNAbgTB2ynY8ASBYUAtBcKBK8hvL4SxH4kA6uCAAmsUwETthaNGeAFYgoB5gFXGQUJBNoaA9w5GroaxhKjOwsYlsvhlwcOFBRA4KATOAD6ShxI8KDTCH4Hf3kDUACgQIKTzqG7xgDDAob+Dwyk+zahATAfTxgcOxhvC4MBDkl8tCJynjeTAFACUFlJQSoK5WA1OHahzRJedmwdXBATxIME0kYElTDU5hSqAZKCePWzW0tcURdVGADuYB0TAwxMhPL114a1yCJaSECnaFcACsKaqmBA79IsDJvatZD37YW+DxFeWDBSgqIJbQqV60TlL4x1ATUwtvBY4iW8We9tBWCgaTmiEgKRBICgY+ukrMApAAOjgRMMp8c09pzD9VkE7uYiixoywBkrBBiEXq3gwQGBzn2BQwD3DoDix9MoFxzNVvPnBaKH2NEPhtxgFehav0PvhBf1L85TaFR+PY/2Jrwo6ExCPuQKBZU9sM4PBBaoVxbVkQBGRfEJkwM09sGAXwm0BTdCEwmyRoAiFkbowoQKeijiiJlkKAJtJKZo3wEMAIHWDwxEAAA7), we have ![](data:image/gif;base64,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)

1. Bagging reduces more variance when base learners are unstable.

### Summary

* Bagging train multiple learner on data by bootstrap sampling.
* Bagging reduce variance, especially for unstable learners.

## Boosting

* Boosting combines weak learners into a strong one

1. Primarily to reduce bias.

* Learn n weak learners sequentially, at step i:

1. Train a weak learner ![](data:image/gif;base64,R0lGODlhDQAQALMAAP///wAAAMzMzERERO7u7rq6uhAQEHZ2dlRUVDIyMpiYmNzc3KqqqoiIiCIiImZmZiH5BAEAAAAALAAAAAANABAAAARIEIgRCLg4F5P7PYjXJYqYBYt5bQKjhN5hCNdQjg3mMJgLoJhKZ4NRJGIwgA3AewFIQcKiUHIQrJgDgwdYHFWAw01lHYseikUEADs=), evaluate its errors ![](data:image/gif;base64,R0lGODlhDAALALMAAP///wAAAIiIiHZ2drq6ujIyMqqqqmZmZlRUVJiYmO7u7tzc3ERERBAQEMzMzAAAACH5BAEAAAAALAAAAAAMAAsAAAQzEEgxBpFYFpP7QR2gYAFSJRiziMHaNaQrOUeBAseNCUI2JIbEiOEIZWBGiaIA0IUOhmIEADs=).
2. Re-sample data according to ![](data:image/gif;base64,R0lGODlhDAALALMAAP///wAAAIiIiHZ2drq6ujIyMqqqqmZmZlRUVJiYmO7u7tzc3ERERBAQEMzMzAAAACH5BAEAAAAALAAAAAAMAAsAAAQzEEgxBpFYFpP7QR2gYAFSJRiziMHaNaQrOUeBAseNCUI2JIbEiOEIZWBGiaIA0IUOhmIEADs=) to focus on wrongly predict samples

* Notable examples include AdaBoost, gradient boosting.

### Gradient Boosting

* Denote by ![](data:image/gif;base64,R0lGODlhLgATALMAAP///wAAAHZ2diIiImZmZqqqqu7u7hAQELq6ukRERDIyMlRUVIiIiJiYmMzMzNzc3CH5BAEAAAAALAAAAAAuABMAAATqEMhJq7WG3aqvGAFRAMZ3CMg2LSplEFuSVArbAkx6S0VzBZ1JwHdT7CjGiiPgoCACj1vvOBGMKIxARXDYJaJUAMK2mlESZFW3gigQHogGwUBZTw4JgV4/3A2UIw4JPgM6EloTD0wUS00TdBUPSRMdS3REd5AADYiUnRJfSpMcaRQDmgujADIVdo9/FwpXFq4nrUEOBAqYd2wAipBBEnaKhr+LlMITCpoNf86XYBIPZgIJAQspJQohhgmOHLMPVnBW4BINvEeuFA+lNwmaRwZG6qDyLe5hEyLniTBH5uw70mZHA38DVUhTSCECADs=) the model at time t with ![](data:image/gif;base64,R0lGODlhUgATALMAAP///wAAAHZ2diIiImZmZqqqqu7u7hAQELq6ukRERDIyMlRUVIiIiJiYmMzMzNzc3CH5BAEAAAAALAAAAABSABMAAAT+EMhJq73AMEw3/yAoDAFRZOMhICGwtAbRznSSVMrbMmxbNLQZgtFYXQKeSQDYUgSdQZADClA8Ko6Ag4IIXEO/oOAU5STIAIasE6gIDrPEV6grH7cSBJyyuFESdSB7XAUEDwgNBAYUg3YUWXNZixMHCQKXl0szA1gnDglAAz0SbRcEC6ipqgIWXZFeEw9aj7MSBgV+FQ9UEh6SAEyUk44TkBOuEw2lEwzLAAUFvMXSzIEUA8PEALJ4zwHDC9I2utQZnBcKaBWN2gABowWNKutJErsY7Cyyk/UA7BOnVAlkZQFUtVjvKHAjh0HBsAacIC5qMGdbrnYAEOSyIkFAggBKC1gYEKCgxKht5dKgeTDm0JhuEhoEw/iMQQEjZe5deGANRIJsNNs9OHfh5wyeQYMieENx55oQipJK/YBAHYYGMKdqVRii4tYJEQAAOw==)
* At step t = 1

1. Train a new model ![](data:image/gif;base64,R0lGODlhDgAQALMAAP///wAAAMzMzERERO7u7rq6uhAQEHZ2dlRUVDIyMpiYmNzc3KqqqoiIiCIiImZmZiH5BAEAAAAALAAAAAAOABAAAARPEIgRCLg4g2K0BwfyaYkyZsFyXpzAKOJ3GMI1mF7SYA6DWZcUpoIZqDgYRSLTAcUANwBD8CgBrEHCogBo7AAOIIjhg9ZWgOaKsMSdHlNABAA7) on residuals: ![](data:image/gif;base64,R0lGODlhwwAXALMAAP///wAAAO7u7mZmZrq6ujIyMoiIiNzc3MzMzKqqqkRERCIiIlRUVJiYmBAQEHZ2diH5BAEAAAAALAAAAADDABcAAAT+EEgxBpFYGMy7/2AojmSpldzWqRxyoXAMFyzHyHhOPkswJAABz/F4hW4ySkfZIRQauigucPAYjNJsTqHoFJCiay4B5ZA9iIBAyw5RPYW2HBaoAQJlUVy35/Qzb3OCgRhngocfaQgcBIQghjkPQBySHo6IWZcKVZidAAYBHQ8OJJtRBGASqJacnlECl6RNCQMHBA0DaygItIUDiAxdHAqpILKMtLa4uh/HGM4Sl64yaR4LHbwACApQC1giAkAOiwAKdm0OCg/r63gk1y1A293fHKEd9/b107sFkxgH/nySkGZNHkgfLlSTME4CQikHApAjKJEDM4ACVRQEcDAPw4v+AByAdPKPHwoCCnJhE4jBQDEYD5AsDIGSi82bHjk0yCcBVAdTLVj2fPlhAUijSwYw2GcyDLwMT72UjOGtpzBBDARy6QAtSFQ/U4156FrgQVMcsEBCuxBRl4oGRJeokWBOAlw5RLiyQDDgydgmANr2tPuya9eKZnJ6CHfV06UCzBpck2ywSjdmBxiAvCMh4qLLbCJi8ZziHADIGCRzRNrAMgCkABsHln2nFYwECYQeumTg3wFJtiRNDNjCgeIGD5DnI67lgYIAS4M8KODDiIKJKXwDJyAcY4cGOcGzysHc1aXMKJJ7CNvylwT1Tbt2jusBPgYFIPGPT02fQ/kcGhTakUwDCZhlj210bVaUADlNVcALDrRilGKYCBAHhfq9wyBAxaAnVyuXCcHOiLr8hwMUFRkgzFcBhHWAeyMM0JoZHiAhIwcyIujJD9gBBKMIOWKgEo6bzdSZbh2YiMM2EkQnwFcJLBAWAeyREBZ4vZ2FA5UyNNCjlx6QJAqFHigpgwEqINVLmD0GpuWbZcqgo44uLNiAiCOuU+JTrfQJ0J9NLvJkk7fAaeihJQQpAnfGVVFXOZMoEGmkKgiDgIFotonoppyOcVunoIYqhwBMLVaqqKimGkKVH7DaQQQAOw==)
2. ![](data:image/gif;base64,R0lGODlh0QATALMAAP///wAAAHZ2diIiImZmZqqqqu7u7hAQELq6ukRERDIyMlRUVIiIiJiYmMzMzNzc3CH5BAEAAAAALAAAAADRABMAAAT+EMhJq70YG5Yn72AoZlv4jWgqluBZCUNAFIABHwKigstK7COYjGYb4HSdXsjwA+4ciYBBpQQxMYlERVF1WhjIUKHhBWW3XQx4NC6nEAfVWtS2BFyAANm9TSn4GHcVeiF/KIZLbgJphX4WDgEOFAgBD4ATdUE0lxOQkhOUlh2ZIgKbIA1hQAp7bK2lpxIMAS9xnAAJoiMIjHyztSG5b70WqWWVKcIovBULWhQJxF62kwUEDwgNBFMT1JzOFdEh3hII1tja3BLkGMYdDQwNBg0NC59wDmPSFOzm19nb+FU4kECAQYOEbg2okA8AFDIDVNG6QGCBxYsYBXQgeBDhKwz+Cyk0fAggIoWJqFRZwObgwJ4CzwQc+JTg44WQnWiQNDkBJYAHkUQGnaCugwGYFx4gkiUB0pSPB4ryAfqp6VAJUn8uBfDBKQCoWYuprECjAc4GzxScGHAqrNIKXaV8HaiugU+ud5WNKrC1aV9ZxAaE9WIXbl5dftUEDlvxogIuFzVaICAZwALJyCTIlaC301+uiycs2HpGYAUEY99aMIBzSyzT30g/67a6NQUFr2mHcLcxzAEdcCY0WMquhu0JuDF4wzHwhAMCrE6n/kxOB1BueIoDaIwxYwbm/JxDt1n95+bsInhjADqBPYBFE2oCKPA8uoXy15nCBqqKKgUGeAD+gNpKnylQ10JmPYXYA7MBwh8F/nkQIAAGCoegYF8t2GAG6l0wnHCG2JeHAdhwNSGFB36FYQMaSiBAFAvoYIMCMoSRwCc2GGTRQdyo9sUpD5iCjSlVSUAPJy8GEGMNAtBIgI1FegCkkAgQWcGRu40FVyuXSYChiwVscqMaUxYwJH1X2gRCcQNW4KOb+1iQwGC33LdenOHQSUGHa2o5UAYP4AmNnqv98VGbEB4XH6HtCVqnAYZeMOcIgY5gAKPt3XUBpHNJiulPjlIwQ5SIliMTi0k1EUJAdYowaqojsFrnh6uiCaurn4ZQ6i65FRNlq06Ys9uvlwAIiLCoEAtsB4gOrbesgyE0+6wb0q5EQQQAOw==)
3. The learning rate ![](data:image/gif;base64,R0lGODlhCQAMALMAAP///wAAAJiYmIiIiO7u7lRUVMzMzNzc3Lq6uhAQEKqqqkRERCIiImZmZnZ2djIyMiH5BAEAAAAALAAAAAAJAAwAAAQwEIghiBDFHGSSAICyKBIDSgvYOGfBAglyxsARnDYoPOcOUq3XCUQb1m5GCS85GIAiADs=)regularizes the model by shrinkage.

* The residuals equal to ![](data:image/gif;base64,R0lGODlhSAATALMAAP///wAAALq6ukRERJiYmFRUVO7u7mZmZjIyMoiIiNzc3KqqqszMzBAQEHZ2diIiIiH5BAEAAAAALAAAAABIABMAAAT+EMhJq734nsy7r0RoOU9wOJmCWiExlscCGGTjCB8oFYY1DB2HgrXrVX4VRCFHBBxwlUCiA2w+LdKoizkxQAvbCSPA4DCmFe8uLBmXJ4LAkDvZItiARKBzmOsAdxV6FQ4NdAQJLgoLBmQVBVUZkQCIioyOFJBHS0wKAgyGEnoyFA1oGAJhnqAToxUNAw6ysgF4HTIECK2TAAoBUBg8E7i6ory+b22YAAI/zs8DYQUrgHgEexXAAJyZ1IEU14LYdA1QCqGZxcN+C6Sl5ugTBeoSSHSNRge2NhUb8hb4JOizwK/UKS7YGPij4EsbmC7cKCRcOKEhw2VcCDhANAKBCVkxAxoEMEJJW52NByU4GBCgAA4aHq/QmXmEps2bHBRQxMnzZoJkPYPO5CW06Ac/RidEAAA7) if using MSE as the loss

1. Other boosting algorithms (e.g. AdaBoost) can also be gradient descent in the function space.

### Gradient Boosting Code

Class GradientBoosting:

def \_\_init\_\_(self, base\_learner, n\_learners, learning\_rate):

self.learners = [clone(base\_learner) for - in range(n\_learners)]

self.lr = learning\_rate

def fit(self, X, y):

residual = y.copy()

for learner in self.learners:

learner.fit(X, residual)

residual -= self.lr \* learner.predict(X)

def predict(self, X):

preds = [learner.predict(X) for learner in self.learners

return np.array(preds).sum(axis=0) \* self.lr

### Gradient Boosting Decision Tree(GBDT)

* Use decision tree as the weak learner.

1. Regularise by a small max\_depth and randomly sampling features.

* Sequentially constructing trees runs slow.

1. Popular libraries use accelerated algorithms, e.g. XCBoost, lightGBM

### Summary

* Boosting combines weak learners into a strong one to reduce bias.
* Gradient boosting learners weak learners by fitting the residuals.

## Stacking

* Combine multiple base learners to reduce variance.

1. Base learners can be different model types.
2. Linearly combine base learners outputs by learned parameters.

* Widely used in competitions.
* In comparison, bagging.

1. Uses same type models.
2. Uses boostrap to get diversity.

### Multi-layer Stacking

* Stacking base learners in multiple levels to reduce bias.

1. Can use a different set of base learners at each level.

* Upper levels (e.g. L2) are trained on the outputs of the below levels (e.g. L1).

1. Concatenating original inputs helps.

### Overfitting in Multi-layer Stacking

* Train learner from different levels on different data to alleviate overfitting.

1. Split training data into A and B, train L1 learners in A, predict on B to generate inputs to L2 learners.

* Repeated k-fold bagging:

1. Train k models as in k- fold cross validation.
2. Combine predictions of each model on out-of-fold data
3. Repeat step 1,2 by n time, average the n predictions of each example for the next level training.

### Summary

* Stacking combine multiple learners to reduce variance
* Stacking learners in multiple levels to reduce bias.

1. Repeated k- fold bagging: fully utilise data and alleviate overfitting:

## Model Combination Summary

* The goal is to reduce bias and variance.

| Reduce | Bias | Variance | Computation Cost | Parallelization |
| --- | --- | --- | --- | --- |
| Bagging |  | Y | n | n |
| Boosting | Y |  | n | l |
| Stacking |  | Y | n | n |
| K-fold multi-level stacking | Y | Y | n\*l\*k | n\*k |

N: number of learners, L: number of levels, K: k-fold.

# Model Tuning

## Model tuning

### Manual Hyperparameter Tuning

* Start with a good baseline, e.g. default settings in high-quality toolkits, values reported in papers.
* Tune a value, retrain the model to see the changes.
* Repeat multiple times to gain insights about.

1. Which hyperparameters are important.
2. How sensitive the model to hyperparameters.
3. What are the good ranges.

* Needs careful experiment management.
* Save your training logs and hyperparameters to compare, share and reproduce later.

1. The simplest way is saving logs in next and putting key metrics in Excel.
2. Better options exist, e.g. tensorboard and weights & bias

* Reproducing is hard, it relates to:

1. Environment ( hardware & library).
2. Code.
3. Randomness (seed).

### Automated Hyperparameter Tuning

* Computation costs decrease exponentially, while human costs increase.
* Cost per training for a typical ML task:

1. E.g. 1M user logs, 10K images.

* Cost of a data scientist per day > $500
* Usd algorithms if it outperforms human after 1000 trials.

1. Typically beat 90% data scientists.

### Automated Machine Learning (AutoML)

* Automate every step in applying ML to solve real-world problems: data cleaning, feature extraction, model selection…
* Hyperparameter optimization (HPO):
* Find a good set of hyperparameters through search algorithms.
* Neural architecture search (NAS):

1. Construct a good neural network model.

## HPO algorithms

### Search Space

* Specify range for each hyperparameter

| Hyper-Parameter | Range | Distribution |
| --- | --- | --- |
| Model (backbone) | [MobileNetV2\_0.25，MobileNetV3\_small，MobileNetV3\_large，ResNet18\_V1b，ResNet18\_V1b，ResNet34\_V1b，ResNet50\_V1b,ResNet101\_V1b,VGG16\_bn，se\_ResNext50\_32\*4d，ResNest50，ResNest200 ] | categorical |
| Learning rate\* | [1e-6，1e-1] | log-uniform |
| Batch size\* | [8，16，32，64，128，256，512 ] | categorical |
| momentum\*\* | [0.85，0.98] | uniform |
| Weight decay\*\* | [1e-6， 1e-2] | log-uniform |
| detector | [Faster-RCNN, SSD, YOLO-V3, Center-Net] | categorical |

* The search space can be exponentially large.

1. Need to carefully design the space to improve efficiency.

### HPO algorithms: Black-box or Multi-fidelity

* Black-box: treats a training job as a black-box in HPO:

1. Completes the training process for each trial.

* Multi-fidelity: modifies the training job to speed up the search.

1. Train on subsampled datasets.
2. Reduce model size (e.g. less #layers, #channels)
3. Stop bad configuration earlier.

### Two most common HPO strategies

* Grid search

1. Code:

for config in search\_space:

train\_and\_eval(config)

return best\_result

1. All combinations are evaluated.
2. Guarantees the best results.
3. Curse of dimensionality.

* Random search

1. Code:

for \_ in range(n):

config = random\_select(search\_space)

train\_and\_eval(config)

return best\_result

1. Random combinations are tried.
2. More efficient than grid search.

### Bayesian Optimization (BO)

* BO: Iteratively learn a mapping from HP to objective function.

Based on previous trials. Select the next trial based on the current estimation.

* Surrogate model

1. Estimate how the objective function depends on HP.
2. Probabilistic regression models: Random forest, Gaussian process.

* Acquisition max means uncertainty and predicted objectives are high.

1. Acquisition max means uncertainty and predicted objectives are high.
2. Sample the trial according to the acquisition function.
3. Trade off exploration and exploitation.

* Limitation of BO:

1. In the stages, similar to random search.
2. Optimization process is sequential.

### Successive Halving

* Save the budget for the most promising config.
* Randomly pick n configurations to train m epochs.
* Repeat until one configuration left:

1. Keep the **best** n/2 configuration to train another m epochs.
2. Keep the **best** n/4 configuration to train another 2m epochs.

* Select n and m based on training budget and #epoch needed for a full training.

### Hyperband

* In Successive Halving

1. n: exploration
2. m: exploitation

* Hyperband runs multiple Successive Halving, each time decreases n and increases m.

1. More exploration first, then do more exploit.

### Summary

* Black-box HPO: grid / random search, bayesian optimization.
* Multi-fidelity HPO: successive Halving, Hyperband.
* In practice, start with random search.
* Beware there are top performers.

1. You can find them by mining your training logs, or what common configurations used in paper / code.

## NAS algorithms

### Neural Architecture Search (NAS)

* A neural network has different types of hyperparameters:

1. Topological structure: resnet-ish, mobilenet-ish, #layers
2. Individual layers: kernel\_size, # channels in convolutional layer, #hidde\_outputs in dense/recurrent layers.

* NAS automates the design of neural network.

1. How to specify the search space of NN.
2. How to explore the search space.
3. Performance estimation.

### NAS with Reinforcement Learning

* Zoph & Le 2017

1. A RL-based controller (REINFORCE) for proposing architecture.
2. RNN controller outputs a sequence of tokens to config the model architecture.
3. Reward is the accuracy of a sample model at convergence.

* Naive approach is expensive and sample inefficient (~2000 GPU days). To speed up NAS:

1. Estimate performance.
2. Parameter sharing (e.g. EAS, ENAS)

### The One-shot Approach

* Combines the learning of architecture and model params.
* Construct and training a single model presents a wide variety of architectures.
* Evaluate candidate architectures.

1. Only care about the candidate ranking.
2. Use a proxy metric: the accuracy after a few epochs

* Re-train the most promising candidate from scratch.

#### Differentiable Architecture Search

* Relax the categorical choice to a softmax over possible operation:

1. Multiple candidates for each layer.
2. Output of i-th candidate at layer l is ![](data:image/gif;base64,R0lGODlhDQAVALMAAP///wAAAKqqqoiIiJiYmHZ2dszMzGZmZtzc3BAQEDIyMu7u7iIiIlRUVLq6ukRERCH5BAEAAAAALAAAAAANABUAAARUEMhJXUI0y6SzaR01DOH0GOWWAsazEoVACQOMIocsHSSAcBmCghJAURKEyaJIQQQwEkJgIiAYphNFj8IwEkAaRIyQnHxTScYihRimCuWSOt45EBARADs=).
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* A more sophisticated version (DARTS) achieves SOTA and reduces the search time to ~3 GPU days.

### Scaling CNNs

* A CNN can be scaled by 3 ways:

1. Deeper: more layers.
2. Wider: more output channels.
3. Larger inputs: increase input image resolutions.

* EfficientNet proposes a compound scaling.
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### Research directions

* Explainability of NAS result.
* Search architecture to fit into edge devices.

1. Edge devices are more and more powerful, data privacy concerns.
2. But they are very diverse (CPU/GPU/DSP, 100x performance difference) and have power constraints.
3. Minimise both model loss and hardware latency.
4. E.g. minimise loss X log(latency)B

* To what extent can we automates the entire ML

### Summary

* NAS searches a NN architecture for a customizable goal

1. Maximise accuracy or meet latency constraints on particular hardware.

* NAS is practical to use now:

1. Compound depth, width, resolution scaling.
2. Differentiable one-hot neural network.

# 

# Deep Network Tuning

## Deep Network Tuning

* DL is a programming language to extract information from data.

1. Some values will be filled by data later.
2. Differentiable.

* Various design patterns, from layers to network architecture

## Batch and layer Normalisation

### Batch Normalisation

* Standardising data makes the loss smoother for linear methods.
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3. Does not help deep NN.

* Batch Normalisation (BN) standards inputs for internal layers.

1. Improves the smoothness to make training easier.
2. (Still controversial why BN works.)
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* Normalise by standardisation each column ![](data:image/gif;base64,R0lGODlhawAZALMAAP///wAAAIiIiCIiIrq6uhAQEDIyMu7u7kRERJiYmKqqqtzc3GZmZnZ2dlRUVMzMzCH5BAEAAAAALAAAAABrABkAAAT+EMhJ56k46827/yC3DGFpnmgqNGnrvqhxwXRtA4dz7/ypPKdF4UYwAHtIzkFRWwgegWNySgVEq1jkNUsRDAIBAYAQKMhOBAWDt00qBIJFIrGWIAIJ3Bm9ADiYGAwOg4SFLBttPUsHeBIMeRJfCgZ9KJADgDaJPARjQxINOhIHBQGZKYwzmlJJAqJ+dXYBA6oUCCAKJDubPQiZBZmPCgEGLgyxFYKFy4cavGwzBLoADYcNAcgYCw61FJhsnRPb3eMS5QDn5xNQM0bUX7fUYAaQCQ1SDwWQFak2B6HE7knIt29ggUr5EB40WBCAAGFxQCRY0kzCqQnSuFw0cRFBww9DFxhc3OinIhWSIS4GqHSCEoVTpBYI6ebGxUUoLT5NuOiADssqKHFRKBLAJIgH8bgohQFnqVMVAFw+nRoCgYCgVLlEAAA7)

1. ![](data:image/gif;base64,R0lGODlhEAEhALMAAP///wAAAKqqqlRUVERERDIyMrq6upiYmGZmZiIiIhAQEO7u7oiIiMzMzNzc3HZ2diH5BAEAAAAALAAAAAAQASEAAAT+EMhJq70460W0/2AojhZHSsuQpWfbmiT7Eot7Fo2t7/yFu4YOJtgrUn4n4gnhQBg1g8NzSoVKbYzrJVvVRbHaEAMVrgoKsa46dB7VLAVHJr4mtUXvo7zuUhhGDgl8gxZ+IoEXBmhDi4QehiGIFYppfAyNYg+OjpcjDJoXCX8YopsZnSKfoaMgknWQIgV5pmuwILIYByq5u7QVth+4FrqpoGsGCjG9vl3IbssVCwGzFNLUGU5VznjQE9YhwmsI3R4COcxq4yPmGgVjGO6txicNBAF7Feoi7PDvHjJ1EpRBRxCAwCcPhFxICOIBvhXXJGyzcLAIww/81kh7WBDdxif+ApJhCAlCoQYC/iowIPexCMkp55IE6EjTwMwnDaZhyBmRQoOUGQLErEBgIACbOHUaEWAUBAORNAk+pRKAlYWqHph8aAD1KkcJU59gBSBgAIECBg4Q+DLCJIkHmCiUPZt2bdMdB7IsOKCrwQIBZYeSPSAgJQMG5vYUPrC3Lwa4FhgkCBBgjE0F4TQouLvZg1sAfPk6MAC3wAMthwF3pQBZ5eTKRwNg7kmh84FsAwJ0SLDaw2EbCD6Dxq3bYG8eo7leOSNAggCTA94ZGFVUwgA0yTuTFQ4gOAZ7UhZkfgS0dnkKaSswlXBaQvUJ7weQ684dPADxtH+NaVSgqvjzj83+c4JZPkzQnwH/UdHcAYJIwOAEK03wIHtyqDXBAJos2CAAEV5AICkBnPGVBgkISEGJUFADVw553COhQtFh8GEoIdIRAoreULZEAAUQ4OOPQP7Y01ob6DhCEEECaRQCxsTonj8JEMAUA6NoBwAsTF4IIJEYLKBAiCSYNoeJFHQTiGzNHdWVlQoIBt98932ZJjjz2MQdAHcq4cKMiRT3XRGwtImCi/cROoEDhOZUGyuGVsCnBfYkEBF3OIZCpnNzVuDAAzc90Auieygq4514BiDpBcKhOIATCMAGQAPZhGAAnB8gEJd1rLoKaxWIHnoTaGj8IY0FonLYwR+9OhfsBbb+YkMYjyMkAKBB03ZTwJwiFRCeOb8ycCyzt06AwLPhksJATghIE0B4NoowwIggNFsBuuqyCy9ejVgoAQJjXJFATOyIJJ4mUhzQSJZLlvsAKJzG+oECmf4SsTfd9GLAO/9yKIHAYiYcIHsBOKxZc+MM0ABc8j10wANuTnLpB2HlI9/JBaRMwcotn8AFe3OSNuemgDEmEQKAwSr0zq8+IEBEMU/wwGRCcMrjFThjMNYFV1dwgFUSGRD0BIUJsIcBRJszLtO9Pe2n1No6yDLWXOfy18s8IHUCYwLQHZWsv4qAN5mgYhA4qnzYPcLfFgz+T3cTGyFNzhswvvcOj6dB9AX6L2F+HABN8FG5G5Krtzk89/ZgZZilTw7C6bGM6B0Gr0cG+ROsg/NV7KvXoc8Jo6sewu4jbC5tBsMTPgjwIhxXPAj11DHRCM37bsPzIUQfTaPVYH8oIdQz/1lLTk1rBDDhS68D+b6dZ3AG63eEvga/aV1uZAC0q4a+YtSfuvka4A+z/qFonAQSIEBT+M83AKwAAUOAkgJOIQH7gw9i+KcDCDJwgsOYX/toYsGSYPBm8ytIWSjoiBHuIGOkmJ0pTGgDFEpPSiQkBAxtsLAM1HByM2zBDc0nngjGkHL2W8ednuO7HraAiCSEwQ81QqoMOOBOT+RhEy8QxQpEAAA7)

* Recovery ![](data:image/gif;base64,R0lGODlhFAAOALMAAP///wAAAHZ2djIyMhAQELq6uu7u7iIiItzc3FRUVKqqqszMzGZmZkRERJiYmAAAACH5BAEAAAAALAAAAAAUAA4AAARVEMhJ6zxLDBLIKJNxdAMCKMEkBAFIicbEMNRIVIlCEea0sDRJoUFZECsMlusQU7kqnAOA4ag0LQVWY2DpThKsntfi6Iy95duZbF5X0u5JYTAKDBLjCAA7) with ![](data:image/gif;base64,R0lGODlhcQAZALMAAP///wAAAIiIiCIiIhAQEHZ2drq6uu7u7jIyMlRUVJiYmNzc3ERERKqqqmZmZszMzCH5BAEAAAAALAAAAABxABkAAAT+EMhJ56k46827/2AILINonmiqCoXqvrCKXHFt31aCpwdD75WDoiFomBoP4MmxcCgpwgli8XwKJNHTz3OdMAzVsEoB9izKEsJWzP6Q3RRHlyIYBAgtQCEwQO8KBANJEkYVdQEBVwZ3MyJvHgoACQkIeRgHiD8IIQ6Tnp8JlhQJAgYFmwANa14BkQeNJo8dkQYGDwwbCYkSCnM7SBO1AJFeFXYNUxm4HLIbD1QTDoUSyyN3EqhK0BMKD4MaBwQB0x6dnggIn6LcFXIbDOOmykoKxBzwA6tufhr22PwUFg3wIcIcKE/rMgzhVuCbBAdDAmTj1XAWQAyiSDB0CMCOjjahEgrQUHCggagCefY44VUyYYVmGR6sBNBjEEmTFRoE2LZRyZwL0kLaWbZHoisAQZldpKBqCJEfQMmNqMatpZKZ2Hh6SKa0g1QMyZoABRgVyAN/AAiYUNvhgD4KaDGw3WPrYwauOATwvCWC74sFHCv4XcDAAVa5Pg354rIYxVfFIfxWuYK3A2WteQFUttx4B4MiIT4/viEaxGWQqD2DTs06RAQAOw==) as the j-th column, ![](data:image/gif;base64,R0lGODlhKAATALMAAP///wAAAHZ2dhAQECIiIszMzKqqqlRUVIiIiLq6ujIyMu7u7piYmNzc3GZmZkRERCH5BAEAAAAALAAAAAAoABMAAASyEMhJq71gMYMM/uClTUoTniBCPQnqVk07DctrAwzlqJcwEIWJx5Y7HBQCzAGRECgkhhoRkEgUHhdDUFLFrU4F08QxlGDFE0Zh+8rpeCCGe0pRyOJlhoD9SU4aBGl7PVIMCwZ+AA0HUhMFDhMLD1uGiBdwNWSOA3NQGgYcjZllOhUlFaQAqRanFQWdAAMWqbAWshYIaABXqDB8Fry4FQhwUL0pxZcArTcSKswYDx3NK9MSEQA7) are parameters.
* Output **![](data:image/gif;base64,R0lGODlhEAANALMAAP///wAAAHZ2djIyMhAQELq6uu7u7iIiItzc3FRUVKqqqszMzGZmZkRERJiYmAAAACH5BAEAAAAALAAAAAAQAA0AAAREUAwSyCggm1MHykIQYJl2GGXGESmQKC2wiExZNHHGiOSZZ5QDgOH4ZQqixsBYSog+TICjEs1MWdVrVUplFgacwCDRigAAOw==)** by reshaping ![](data:image/gif;base64,R0lGODlhFAAOALMAAP///wAAAHZ2djIyMhAQELq6uu7u7iIiItzc3FRUVKqqqszMzGZmZkRERJiYmAAAACH5BAEAAAAALAAAAAAUAA4AAARVEMhJ6zxLDBLIKJNxdAMCKMEkBAFIicbEMNRIVIlCEea0sDRJoUFZECsMlusQU7kqnAOA4ag0LQVWY2DpThKsntfi6Iy95duZbF5X0u5JYTAKDBLjCAA7) to the same shape as ![](data:image/gif;base64,R0lGODlhDwANALMAAP///wAAANzc3DIyMiIiIlRUVBAQEGZmZoiIiLq6unZ2dqqqqkRERMzMzO7u7piYmCH5BAEAAAAALAAAAAAPAA0AAARLUAwSAikADGNHzpz3Hcj3JZWSLYxpHlXjEI5rUsSQ2GZTibxRZRfMECiGWrDwEFQwPFYGUVnYBLQPI5B06UyOSguw2FhKGXNgwIgAADs=).

### Batch Normalisation Code

**import** **tensorflow** **as** **tf**

**from** **d2l** **import** tensorflow **as** d2l

**def** batch\_norm(X, gamma, beta, moving\_mean, moving\_var, eps):

*# Compute reciprocal of square root of the moving variance elementwise*

inv = tf.cast(tf.math.rsqrt(moving\_var + eps), X.dtype)

*# Scale and shift*

inv \*= gamma

Y = X \* inv + (beta - moving\_mean \* inv)

**return** Y

Full code net: <http://d2l.ai/chapter_convolutional-modern/batch-norm.html>

### Layer Normalisation

* If apply to RNN, BN needs to maintain separated moving statistics for each time step.

1. Problematic for very long sequences during inference.

* Layer normalisation reshapes input ![](data:image/gif;base64,R0lGODlhIwAOALMAAP///wAAADIyMhAQECIiIlRUVMzMzNzc3ERERGZmZnZ2drq6uu7u7oiIiJiYmKqqqiH5BAEAAAAALAAAAAAjAA4AAARyEEggRrhEljuImWAogsclgEgyrqx2fUChtLRoXEWs1hLjJIjgY4S4pHgSB2LBoC1MSIBjhrQEmjUGIqogXKhOB1KxtQx4DUFwLQw1toDGRexs1N4gDA/OSocUF0M0DzshBwRWfAVWAR40SkxRkgA+QEIRADs=)![](data:image/gif;base64,R0lGODlhIgANALMAAP///wAAAJiYmDIyMlRUVCIiIkRERKqqqu7u7nZ2dtzc3GZmZoiIiMzMzLq6uhAQECH5BAEAAAAALAAAAAAiAA0AAASqUIxByjDFHMARS86xIBzgdcwiCEnXEpySiJwABA0wc4TCCAfbg0TIIV4lGEPBaRh4OdOi4Gg+AYbqEQDjARo2AIPBeSQPiUVVQAYMTUjvocrNOXr0LW/dgnNjal1YHQRhHSUFQG1+BgQGDwOLJZOUHQWVWz0jgpWdHA4LmEgJDQwbnp0IBgYkk5lerKiylK8AQQqcs6hboTwIB5K6lQcTU0UACgYLD33ClREAOw==)![](data:image/gif;base64,R0lGODlhYwASALMAAP///wAAAO7u7szMzGZmZkRERLq6ulRUVKqqqjIyMoiIiJiYmNzc3CIiIhAQEHZ2diH5BAEAAAAALAAAAABjABIAAAT+EMhJq724isy7/2D4MY1onmh6KY/qvvCVbHFtA0zSBEFzSAlHLyER/F6LROLQSBQaBcREoCAsFq2iQvswIAi0mJA4IWwniEFM0DoyHl/JAuDYHNQHhmKBmAfUcDYGPFkIBTcUbABHiwAKDBIDhwAFBgACBA2WAJISdx4CYR0EPAMCDaIgAgsEBa5SFoqMPwNzAAtndYsIDwSWCrkfAwQhO02bIguVqbFtEz8ImweWWFNZi2oGecgZk8I8ZMnXHbISDL6MDXxnUxOTRrYd2iGkAdyg3qAtBQcFDgnsTiFCc4DZhQY7dIEwEE/fonNGKBggdqKfq4sYLwYIl+HAAgZuPBh5UOAkY5QL5R4MUABLgCuDMMx4MCRBAQ9YHgywc3jkRwGYNnB5IBGmQACFHvKRcwagDwORAyl9SMBNAA+lGeJ8UERxkQAEOxHp5IAgSA92ZjdivaDMANCmSjJ9YlCAgINxUfPGYnURp14KEQAAOw==) or![](data:image/gif;base64,R0lGODlhIwAOALMAAP///wAAADIyMhAQECIiIlRUVMzMzNzc3ERERGZmZnZ2drq6uu7u7oiIiJiYmKqqqiH5BAEAAAAALAAAAAAjAA4AAARyEEggRrhEljuImWAogsclgEgyrqx2fUChtLRoXEWs1hLjJIjgY4S4pHgSB2LBoC1MSIBjhrQEmjUGIqogXKhOB1KxtQx4DUFwLQw1toDGRexs1N4gDA/OSocUF0M0DzshBwRWfAVWAR40SkxRkgA+QEIRADs=)![](data:image/gif;base64,R0lGODlhPwAQALMAAP///wAAAJiYmDIyMlRUVCIiIkRERKqqqu7u7nZ2dtzc3GZmZoiIiMzMzLq6uhAQECH5BAEAAAAALAAAAAA/ABAAAAT+EMhJq704a4AM22AoboQznmhYVMIwEMVgFMYxIUziHAtyfxOGQODjAAECgqSnGPxuhWHiNlUCFAmeRAAINABZCUEhtBFsOsC4zC34HhKDmCywHZyAlQRRnSgZChINcmpfHAsFJg16N4gmV06DW3uOSyYIjHxqfgANXAAMQHBiBwkLDgILFWemJgIfAlMANmqlp3k+Wnt9YrOPBF8OY4+as6ocxLJgaFwHRRyymGKou5tXp1YAhAgEn3sTCXW03xJYB6kHjzeCsq/J2gQGDwNHKfYimmM92ff9G/lgGjAY56+gBYCbDDwzyBCatXMK+DUsqOmYGgQH6k28d2cAImAJVwwseKBso70IADs=)![](data:image/gif;base64,R0lGODlhcwASALMAAP///wAAAO7u7szMzGZmZkRERLq6ulRUVKqqqjIyMoiIiJiYmNzc3CIiIhAQEHZ2diH5BAEAAAAALAAAAABzABIAAAT+EMhJq724isy7/2AofkwznqdQKGh7Ko8rd4cx31yy4bxk9qREIxBoHCQJRzEhERxni0Ti0EgUGgVERbFYbBZPgoDBBAga3ViTZYYZEOKesiwhsCWIAU4QezIecBMHWg8GCwANGw4SBXhlPwcMXAiHAXqAPQZEagiNQBN8AE+iAAoMAAM/E2SonocABDZnTQQNNq0SB3odAjseBEQDZ74hAgsEBclaFqGjRwOHxxULLAucPhuBoggPsaVsix4DBCFDVbciCwUGxBfNggAINtoCNpgPhwgbs6KGTWqi9BiIhC6Dpw8DiNAJYQ3EOwAMYo3Ch2DZH0oE5EkYoIYaOl+fnpy86jAwBLAABT2oKBajwIECDhLc+eQCwYF2GBoMcYAzgz+HfSI6oUkjmdGjRwMsxHBgAQMiozwosII0i7s+AB4MULCMaAs7HjpJUECkK8mZvLCSKtDTqwdqHkqADMATxEGVaikxiOrW7ocEBQUQuctBG15YggQgQNuXgwHGFBAkKXJnslLCGNSxKyylli6IBQg4ANi4dLFjRs2aDhEBADs=)rest is the same with BN.

1. Normalisation within each example, up to the current time step.
2. Consistent between training and inference.
3. Popularised by Transformers.

### More Normalizations

* Modify ‘reshape’, e.g.

1. InstanceNorm: n \* c \* w \* h ![](data:image/gif;base64,R0lGODlhEQALALMAAP///wAAAO7u7szMzGZmZkRERLq6ulRUVKqqqjIyMoiIiJiYmAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAARAAsAAAQlEMhJgRA100G0B8WnGYeYIQd2FGzrtkFiToQyS4t9gztg6D1KBAA7) wh \* cn.
2. GroupNorm: n \* c \* w \* h ![](data:image/gif;base64,R0lGODlhEQALALMAAP///wAAAO7u7szMzGZmZkRERLq6ulRUVKqqqjIyMoiIiJiYmAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAARAAsAAAQlEMhJgRA100G0B8WnGYeYIQd2FGzrtkFiToQyS4t9gztg6D1KBAA7) swh \* gn with c = sg.
3. CrossNorm: swap mean/std between a pair of features.

* Modify ‘normalise’: e.g. whitening.
* Modify ‘recovery’: e.g. replace ![](data:image/gif;base64,R0lGODlhHQARALMAAP///wAAAHZ2dhAQECIiIszMzKqqqlRUVIiIiLq6ujIyMu7u7piYmNzc3GZmZkRERCH5BAEAAAAALAAAAAAdABEAAASAEMhJq5WLGWSu99mkNF85IdSTmGWzTsPCfgzloJIwEMXUlbXDQSGYHBAJgUJikAEBiUThwexJooBaqUCaODrdCaNgpVVuF4b2SVG8KhpWcdIgeAROQOOQlxQcEwsPZRU4fgNrTBkGG31nFj8+MwAFiUxwkwhhlxQNhCWGkhSRFxEAOw==) with a dense layer.
* Apply to weights or gradients.

### Summary

* Normalisation of inputs of internal layers makes deep NNs easier to train.
* A normalisation layer performs three steps: reshape input, normalise data, recovery with learnable parameters.

1. Notable examples include Batch Normalisation for CNNs, Layer Normalisation for Transformers.

# Transfer learning

## Transfer learning

* motivation

1. Exploit a model trained on one task for a related task.
2. Popular in deep learning as DNNs are data hungry and training cost is high.

* Approaches

1. Feature extraction (e.g. Word2Vec, ResNet-50 feature, I3D feature)
2. Train a model on a related task and reuse it.
3. Fine-tuning from a pertained model (focus of this lecture)

* Related to

1. Semi-supervised learning.
2. In the extreme, zero-shot / few-shot learning.
3. Multi-task learning, where some label data is available for earned.

### Transferring Knowledge

* There exists large-scale labelled CV datasets.

1. Especially for image classification, the cheapest one to label.

* Transfer knowledge from models trained on these datasets to your CV applications (with 10-100X smaller data).

### Pre-trained Models

* Partition a neural network into:

1. A feature extractor (encoder) maps raw pixels into linearly separable features.
2. A linear classifier (decode) makes decisions.

* Pre-trained model.

1. A neural network trained on a large-scale and general enough dataset.
2. The feature extractor may generalise well too.
3. Other datasets (e.g. medical/satellite images)
4. Other tasks (e.g. objection, segmentation)

### Fine-Tuning techniques

* Initialise the new model:

1. Initialise the feature extractor with the feature extractor parameters of a pre-trained model.
2. Randomly initialise the output layer.
3. Start the parameter optimization near a local minimal.

* Train with a small learning rate with just a few epochs.

1. Regularise the search space.

### Freeze Bottom Layers

* Neural networks learn hierarchical features.

1. Low-level features are universal, generalise well, e.g. curves / edges / blobs.
2. High-level features are more task and dataset specific, e.g. classification labels.

* Freeze bottom layers during fine tuning train the top layers from scratch.

1. Keep low-level universal features intact.
2. Focus on learning task specific features.
3. A strong regularizer.

### Where to Find Pre-trained Models

* Tensorflow Hub: https://tfhub.dev/

1. Tensorflow models submitted by users.

* TIMM: https://github.com/rwightman/pytorch-image-models

1. PyTorch models collected by Ross Wightman.
2. Code:

import timm

From torch import nn

model = timm.create\_model(‘resnet18’, pretrained=True)

model.fc = nn.Linear(model.fc.in\_features, n\_classes)

# Train model as a normal training job.

### Application

* Fine-tuning pre-trained models (on ImageNet) is widely used in various CV application.

1. Detection/segmentation (similar images but different targets)
2. Medical/satellite images (same task but very different images)

* Fine-tuning accelerates convergence.
* Though not always improve accuracy.

1. Training from scratch could get a similar accuracy, especially when the target dataset is also large.

### Summary

* Pre-train models on large-scale datasets (often image classification)
* Initialise weight with pre-trained models for down-stream tasks.
* Fine-tuning accelerates converges and (sometimes) improves accuracy.

## Fine-Tuning in NLP

### Self-supervised pre-training

* No large-scale labelled NLP dataset.
* Large quantities of unlabelled documents.

1. Wikipedia, ebooks, and crawled webpages.

* Self-supervised pre-training.

1. Generate “pseudo label” and use supervised learning tasks.
2. Common tasks for NLP.
3. Language model (LM): predict next word. e.g. I like your hat
4. Masked language model (MLM): random masked word prediction.

### Pre-trained Model

* Word embeddings: learn embeddings ![](data:image/gif;base64,R0lGODlhFgALALMAAP///wAAANzc3CIiIhAQEIiIiFRUVKqqqrq6uu7u7kRERMzMzDIyMmZmZpiYmHZ2diH5BAEAAAAALAAAAAAWAAsAAAReUAwSACjU2M17qNYRaF1pfRsymiZqqSTLuQAseyAgag4xJI3AA/AYICyDQMJiCCgsDQJAEHDorJYFQ9FoqAgMwCKAeCjCzxtnoFAkAoeGmlMIFACKwGK+SRCWCGEWEQA7) and ![](data:image/gif;base64,R0lGODlhFgALALMAAP///wAAAIiIiCIiIhAQEHZ2drq6uu7u7jIyMmZmZpiYmNzc3FRUVKqqqszMzERERCH5BAEAAAAALAAAAAAWAAsAAARTUIxACgAlDHO770cQHB3ynV4SCJeioPBCXSYMM4HSsDbqUAhSizA4qCyFjecRsKQIANmr8fI4CMLOz1B4mB69z+DxCDUSYY9gBWA60iAswFADRAAAOw==) for each word w

1. The masked word y can be predict by context words ![](data:image/gif;base64,R0lGODlhOwAMALMAAP///wAAALq6uqqqqmZmZtzc3JiYmO7u7szMzERERCIiIoiIiFRUVDIyMnZ2dhAQECH5BAEAAAAALAAAAAA7AAwAAASkEAAxSBGGHMm7/+BHWZgWAsiAJgagCGcsS+navudCB1sLHIPEbMjRoXgAn2zB8AwGDaJUwpw2VJ5CdEq8DmEFJMAI0HJlYLHusHCMeoqkolfgmDsFxgavl+T3f3JydEkAAQgADioFiheKiHZbHAgPSjQPdSiYl3WMA44DkCsSDKIxd05nMwtGD0QFcR9YqielEwwXaA6VmRKztCFCPwyWXL/AQxEAOw==) via.
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1. Embeddings u are used by other applications.

* Transformer based pre-trained models

1. BERT: a transformer **encoder** trained with masked words prediction and next sentence prediction.
2. GPT: a transformer **decoder** (will cover in prompt learning)
3. T5: a transformer **encoder-decoder** trained to fill space

#### BERT

Essay details: <https://www.bilibili.com/video/BV1PL411M7eQ>

* Pre-training tasks: masked token prediction, next sentence prediction.
* Pre-trained on Wikipedia and BookCorpus (>3B words)
* Many version: base / large, English / multilingual, cased / uncased
* Multiple variants

1. ALBERT
2. ELECTRA
3. ROBERTa

#### BERT Fine-tuning

* Randomly initialise the last layer, train a few epochs with small lr.
* Downstream task examples

### Practical Considerations

* BERT fine-tuning on small datasets can be unstable

1. BERT removed bias correction steps inAdam.
2. Too few (=3) epochs

* Randomly initialising some top transformer layers.

1. Features learned by top layers are too specific to the prediction tasks.
2. The cutoff depends on downstream tasks.

* More “tricks” later.

### Where to Find Pre-trained Model

* HuggingFace: a collection of pre-trained transformer models on both PyTorch and TensorFlow.

### Application

* “(BERT) obtains new state-of-the-art results on eleven natural language processing tasks”, including.

1. If a sequence of words is a grammatical English sentence
2. Sentiment of sentences from movie reviews
3. Sentences/questions in a pair are semantically equivalent, or similar.
4. If the premise entails the hypothesis
5. Find the span of the answer for a question.

* “(T5) achieve state-of-the-art results on many benchmarks covering summarization, question answering, text classification, and more.”

### Summary

* Self-supervised pre-training for NLP models.

1. A common task is (masked) language model.

* BERT is a giant transformer encoder.
* Downstream tasks fine-tune BERT with a consistent learner